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Interaction of the Nucleation 
Phenomena at Adjacent Sites in 
Nucleate Boiling 
The present investigation is an original study in nucleate pool boiling heat transfer 
combining theory and experiment in which water boiling at atmospheric pressure on 
a single copper surface at two different levels of heat and different levels of sub-
cooling was studied. Cross spectral analysis of the signals generated by the emission 
of bubbles at adjacent nucleation sites was used to determine the relationship of the 
time elapsed between the start of bubble growth at the two neighbouring active sites 
with the distance separating them. The experimental results obtained indicated that 
for the lower level of heat flux at three different levels of subcooling, the elapsed 
time and distance were directly related. Theoretical predictions of a temperature 
disturbance propagating through the heating surface in the radial direction gave 
good agreement with the experimental findings, suggesting that this is the 
mechanism responsible for the activation of the surrounding nucleation sites. 

Introduction 

In recent years, boiling heat transfer has achieved world 
wide interest since it is a very efficient mode of heat transfer. 
The boiling phenomenon is associated with the transfer of 
tremendous quantities of thermal energy relative to the heat-
transfer rate attainable in nonboiling systems, and it is for this 
reason that boiling heat transfer is frequently applied as a 
cooling mechanism in processes which involve very high 
density heat generation rates. Because of the extensive ex
perimental and theoretical research conducted by many 
researchers in the last two decades which has provided better 
understanding of the nucleate boiling phenomenon, many of 
the boiling parameters such as bubble growth, waiting time, 
departure size, bubble emission frequency can be predicted 
with a reasonable degree of accuracy. However, the in
terdependence of the nucleation processes at adjacent 
nucleation sites is not well understood. Henley and Hummel 
[1] reported a statistical analysis which they had performed 
upon some high-speed motion picture films of the boiling 
process that is relevant to this topic. From their analysis, they 
concluded that nucleation of a bubble inhibited nucleation at 
all surrounding nucleation sites for a short time interval 
thereafter whereas there appeared to be a strong tendency for 
nucleation to occur at one of the surrounding nucleation sites 
shortly after bubble departure. These observations were 
explained in terms of a sonic interaction between the growing 
bubble and its surroundings but no experimental evidence of 
this effect was presented. The most relevant research has been 
reported by Chekanov [2] who experimentally studied the 
interaction between two artificial nucleation sites in water 
boiling at atmospheric pressure. The time elapsed between the 
start of bubble growth at two neighbouring artificial 
nucleation sites was obtained by analysing photoelectric 
signals corresponding to the formation of bubbles at each of 
the sites. Water vapour bubbles were formed on a very thin 
permalloy plate 20 fim in thickness by two heated copper rods 
of 1.4-mm dia located beneath the permalloy plate which 
could be moved relative to each other. Chekanov analysed 
experimental measurements of the time elapsed between the 
start of bubble growth at two neighbouring nucleation sites as 
a random variable using statistical methods and found that 
the results followed a Gamma distribution 

P(r)-
X ( X T ) r - ' e - X T 

rw (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 1, 
1982. 

where P(T) is the probability density function, v is the shape 
parameter, X is the scaling parameter, and T is the time 
elapsed. Chekanov found the shape parameter, v, to be a 
function of the different spacings. For a distance of less than 
three times the bubble maximum diameter "repulsive" in
teraction occurred in which v was found to be greater than 
unity (v > 1), and the growth of a bubble on one center 
inhibited the growth of a bubble on the other. At a distance 
greater than three times the bubble maximum diameter 
"attractive" interaction occurred in which v was, found to be 
less than unity (y < 1), and the growth of a bubble on one 
center enhanced the growth of a bubble on the other. 
Chekanov postulated that the formation of bubbles affected 
one another by acoustic action and hydrodynamic mixing. At 
distances between the two nucleation sites much greater than 
maximum bubble diameter there were no interactions, 
ostensibly because the acoustic effect is of little importance 
for these separations. 

The bubble flux density distribution on the heating surface 
is an indirect source of information about the behaviour of 
the bubble formation process. The fact that very little bubble 
flux density data exists may be due to the fact that knowledge 
of the frequency of vapour bubble emission is not very ex
tensive. Recently, Sultan and Judd [3] studied the bubble flux 
density for water boiling at atmospheric pressure on a single 
copper surface at different levels of heat flux and subcooling. 
The bubble flux density was observed to be nonuniformly 
distributed on the heating surface especially at the lower level 
of heat flux, suggesting that the formation of bubbles at 
various locations on the surface were interrelated. 

It was deduced from Sultan and Judd's results that the 
bubble flux density was distributed in cluster form. 
Irrespective of whether this observaton is indicative of site 
activation by dryout of the microlayer underlying a bubble 
and subsequent vapour entrapment as the bubble departed in 
accordance with Judd and Lavdas [4] or whether it is the 
result of some other as yet undetermined effect, the results of 
Sultan and Judd's investigation were inconsistent with 
Chekanov's results, which indicated that the formation of a 
bubble at one nucleation site inhibited the formation of a 
bubble at a neighbouring nucleation site if the nucleation sites 
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Fig. 1 Section of boiling vessel 

were close together. The present investigation was undertaken 
in an attempt to clarify this matter. 

Experimental Apparatus and Procedure 

The apparatus built by Wiebe [5] in 1970 to measure the 
liquid temperature distribution perpendicular to the heating 
surface was later modified by Sultan [6] to examine the active 
site distribution and bubble flux density over the heating 
surface. In the present study the apparatus was modified once 
again, changing the bubble detection probe in order to meet 
the requirements for studying the interaction of the nucleation 
phenomena at adjacent sites. The modified apparatus used 
was capable of: 

1 Determining the active site locations with the capability 
of locating them precisely 

2 Measuring the distance between the two neighbouring 
active sites 

3 Enabling the time elapsed between the start of bubble 
growth at two neighbouring active sites to be determined 

The sectional view of the experimental apparatus assembly 
is presented in Fig. 1 and a more complete description is 
presented in reference [7]. 

LEAF SPRING 

DIAL INDICATOR 

-H»K 

Fig. 2 Bubble detection probe assembly 

The single most important component of the apparatus is 
the bubble probe assembly. Alternating current passing 
through the 0.007-in dia varnished copper wires of each of the 
probes comprising the bubble probe assembly enabled the 
variation in electrical conductance between the probe tips and 
the grounded heating surface to be detected. The design 
details of the bubble probe assembly are shown in Fig. 2. 
Probe #1 was made in a conical shape and a stainless steel tube 
was soldered at the tip of the cone in order to support the 
varnished copper wire in such a way as to disturb the flow 
pattern around the bubble emitted as little as possible. Probe 
#2 rotated around pivot 0 and a leaf spring was used to keep 
the stainless steel tube in which the varnished copper wire was 
inserted in contact with the bottom of tube B. When the 
handle was rotated, tube B moved with respect to tube A and 
repositioned the stainless steel tube supporting probe #2 which 
then rotated around pivot 0 establishing a new separating 
distance, S, between the probe tips. The relative motion of 
tube B with respect to tube A was determined with a dial 
indicator, whose measurements provided the information 
required to obtain a rough estimate of the probe tip 
separation. 

The surface condition is an important feature of this type of 
research, and so it is worthwhile noting that the test surface 
was fine turned on a lathe and finished with 200, 400, and 600 
grit emery papers in the summer of 1976, when the first 
author began his study of active site distrubution and bubble 

Nomenclature 

A 
C 

J xy 
k 

Q 
Q/A 

r 
r' 

s 

cross spectrum amplitude 
heat transfer surface t = 
specific heat T{r,z) = 
cross spectral frequency 
heat transfer surface Ts = 
thermal conductivity Tw = 
ring heat source strength x(t) = 
heat flux y(t) = 
radial coordinate z = 
ring heat source radius 6(r,z) = 
bubble departure radius 6xy = 
distance separating nu- K = 
cleation sites 

time 
temperature in the heat 
transfer surface 
saturation temperature 
surface temperature 
Probe #1 signal 
Probe #2 signal 
axial coordinate 
temperature difference 
cross spectrum phase shift 
heat transfer surface 
thermal diffusivity 

p = heat transfer surface 
density 

Pxy (T) = cross correlation function 
coefficient 

T = elapsed time between 
bubble formations 

rg = elapsed time to the end of 
bubble growth period 

T„ = elapsed time to the end of 
bubble waiting period 
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flux density. Little attention was given to it from that time 
until the summer of 1979, when the present investigation was 
performed, except that just prior to obtaining the data 
reported in this paper, the test surface was cleaned with a soft 
cloth moistened with liquid silver polish after which the 
residue was rinsed away with a stream of methanol from a 
squeeze bottle. 

The boiling vessel was filled to a depth of approximately 15 
cm with deionized distilled water containing 0.1 gm of 
salt/litre. At the beginning of each test, the level of water 
inside the vessel was checked and the cooling water valves 
which were used to control the flow rate to the subcooling and 
vapour condenser coils were opened. The signal generator, the 
oscilloscope, and the signal conditioning units were turned 
on, the signal generator was set to 11 kHz and 10 V, and the 
amplifiers located in the signal conditioning units were set to 
the appropriate amplification values. The bubble detection 
probe assembly with zero probe tip separation was lowered 
until the tips came in contact with the heating surface, after 
which it was raised a very small distance. The gap between the 
tips of the bubble detection probes and the heating surface 
was then adjusted to approximately 0.25 mm and maintained 
at this value thereafter. The X-Y stage was actuated to move 
the bubble detection probe assembly in various different 
directions to check that there was no contact between the 
probe tips and the heating surface. 

A copper block heater setting of approximately 470 kW/m2 

was established to heat up the boiler assembly quickly. A 
warm up time of approximately 2 hrs was allowed to elapse in 
order to achieve steady-state conditions and to ensure that the 
nucleation sites were properly activated at the beginning of 
each test, after which the heat input was reduced to the desired 
level. Two hours were required for the system to regain steady 
state after a change in heat flux or subcooling took place. The 
attainment of thermal equilibrium was indicated by invariant 
measurements of the various thermocouples which were 
located at different places in the boiler assembly. It was found 
that the water bulk temperature was sensitive to the settings of 
the vapour condenser and subcooling systems, especially at 
lower level of heat flux, and consequently care was taken in 
setting the cooling water flow rates to minimize the in
terdependence. Once conditions had attained steady state, the 
individual temperature readings were measured by a manually 
balanced thermocouple potentiometer. The individual 
temperatures were measured twice, once at the beginning and 
again at the end of each test and the average of each set of 
measurements was recorded. A reading of the barometric 
pressure was obtained in order to compute the saturation 
temperature of the water corresponding to the atmospheric 
pressure. 

In order to place the first probe on an active site, the Y 
micrometer setting was fixed and the X micrometer was 
moved very slowly until a significant signal appeared OR the 
first channel of the oscilloscope screen. Then X and Y 
micrometers were moved very small increments in both 
directions to optimize the strength of the signal. The second 
bubble detection probe was moved horizontally relative to the 
first probe, establishing a small separation distance, S, by 
advancing the mechanism after which the second probe was 
moved along the periphery of a circle with a radius S until 
another active site was encountered. The separating distance, 
5, between the probes was deemed equal to the distance 
between the two bubble centers when a strong signal appeared 
on the second channel of the oscilloscope screen. The distance 
separating the probe tips was measured after each test with an 
optical comparator to a precision of ±25 /xm in order to 
obtain an accurate value for the separating distance. 

While the signals from the two probes were transmitted to 
the oscilloscope, the signals were also transmitted to the 
DECLAB 11/03 digital computer where the signals were 

digitized at 1000 samples/second. For each signal, a 1000 
value data sample was stored in the computer memory for 
subsequent analysis to calculate the time elapsed between the 
start of bubble growth at two neighbouring active sites using 
either cross-spectral density function analysis or cross-
correlation function coefficient analysis. Each time that the 
experiment was repeated for the same test conditions, a new 
set of 1000 values for each signal was stored in the computer 
memory for analysis. Consecutive cumulative averages were 
performed on the power spectra, amplitude and phase of the 
cross-spectrum and cross-correlation function coefficient 
until invariant distinct peaks were observed. One hundred one 
millisecond correlation lag or lead values were investigated in 
order to cover the complete range of bubble cycle time 
(growth and waiting periods). 

For cross-spectral density function analysis, the time 
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Fig. 3(a) Example of cross-spectral density function analysis 
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Fig. 4 Characteristic boiling curve for the present investigation 

difference between the activity in the two time series x(t) and 
y(t) at any frequency/^ is given by 

T=6xy/2irfxy (2) 

In order to measure the time lag between the formation of a 
bubble at nucleation site X and the subsequent formation of a 
bubble at nucleation site Y, the first significant peak in the 
cross spectrum amplitude/^, was determined by inspection of 
the computer plotted amplitude-frequency diagram. Then the 
cross spectrum phase lag 6xy was evaluated at the same 
frequency by inspection of the computer plotted phase-
frequency diagram and the time lag was computed in ac
cordance with equation (2). 

For cross-correlation function coefficient analysis, the time 
lag between the formation of a bubble at nucleation site X and 
the subsequent formation of a bubble at nucleation site Y was 
determined by inspection of the peaks which appear in the 
computer plotted cross-correlation function diagram. A crude 
check was made to ensure that the peak values of the cross-
correlation function coefficient pxy ( T) were significant by 
computing the confidence interval in which pxy (r) would be 
95 percent certain to lie if pxy (T) were equal to zero meaning 
that there was no correlation between the two events. All 
peaks which occurred in the values of pxy ( T) within the 
confidence interval were ignored and only those which ex
ceeded the confidence interval were considered to be 
significant. 

Figure (3a) shows an example of some data which were 
obtained with Q/A = 92.21 kW/m2 , Arsub = 12°CandS = 
4.2 mm after a number of cumulative averages had been taken 
for the results. The autopower spectra of the signals indicate 
that the predominant frequencies in x(t) and y(t) are ap
proximately 18 Hz and 13 Hz, respectively. Analysis of the 
cross-spectrum amplitude indicates that the first significant 
spike which is present in the correlation between the activity in 

10 Hz while 
10 Hz 

x(t) and y(t) occurs in the vicinity of fx) 

analysis of the cross-spectrum phase shift at fx} 

indicates that the phase shift dxy is approximately 0.65. Since 
the computed value of the phase shift was expressed in 
fractions of a circle between 0 and 1, therefore 6xy = 0.65 x 2 
w radians so that by substitution in equation (2), the time 

B 
Fig. 5 Arrangement of active nucleation site (A) and its surrounding 
active nucleation sites (B, C, D, E, F) 

elapsed between the start of bubble growth at the two 
neighbouring active sites would appear to be 65 milliseconds. 

Analysis of the cross-correlation function corresponding to 
the same data discussed above as presented in Fig. (3b) in
dicates a strong correlation between the activity in both 
signals x(t) and y(t) at 55 milliseconds, somewhat different 
than the value obtained by cross-spectral analysis. However, 
since the precision of the cross-correlation function analysis is 
obviously greater than the precision of the cross-spectral 
density function analysis, it was concluded that site X causes 
the activation of the site Y after a time lapse of 55 
milliseconds. Similarly, a strong correlation exists at - 34 ms, 
in which case site Y causes the activation of site X after a time 
lapse of 34 milliseconds. So far as the present investigation to 
study the effect of one active site on its surrounding active 
sites was concerned, only the peaks corresponding to the cases 
in which signal x{t) leads signal y(t) were of interest. 

Results and Discussion 

The characteristic boiling curve for the heating surface used 
in this study, representing the relationship between the surface 
superheat (Tw — Ts) and the heat flux Q/A, is shown in Fig. 4. 
An experimental investigation was performed for water 
boiling at atmospheric pressure on a single copper surface for 
various levels of heat flux and subcooling. The purpose of the 
investigation was to study the nucleation phenomena at the 
adjacent sites in order to determine whether the time elapsed 
between the start of bubble growth at two neighbouring active 
sites, T, and the separating distance, S, were related. 

Different sets of active sites were studied individually at 
each level of heat flux and subcooling, each set consisting of 
one active site and its surrounding active sites at various 
distances (Slt S2, . . .) as depicted in Fig. 5. A heat flux level 
of 192.11 kW/m2 was tested first at saturation but it was not 
possible to detect any cross-correlatoin between the two probe 
signals x(t) and y(t) for this boiling condition. Subcooling 
changed the situation somewhat since for moderate sub-
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cooling at the same level of heat flux it became possible to 
detect a cross-correlation between the two probe signals 
although analysis of the results obtained indicated that the 
correlation between the elapsed time, T, and the separating 
distance, S, was weak. However, tests performed at a heat 
flux level of 92.21 kW/m2 and the same levels of subcooling 
yielded results for which it was possible to detect, a much 
stronger cross-correlation between the two probe signals. A 
definite trend was observed which indicated that time elapsed 
between the start of bubble growth at the two neighbouring 
active sites increased with increasing separating distance 
between them. 

In light of this significant finding, a single data set con-
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Fig. 6 Relationship between elapsed time (T) and separating distance 
(S) for three different levels of subcooling 

sisting of an active site and its surrounding sites was studied in 
detail at the lower level of heat flux (92.21 kW/m2) and three 
different levels of subcooling (0, 6.5, and 12°C). The com
bined experimental results are presented in Fig. 6, which 
shows the existence of a unique relationship for the separating 
distance and the time elapsed between the start of bubble 
growth at two neighbouring active sites. The dependence of T 
on S disappears for the three different levels of subcooling 
after approximately 4.5 mm which is about twice the bubble 
departure diameter in the saturation condition. The distance 
at which the interaction of nucleation phenomena at adjacent 
nucleation sites ceases to exist defines a circle whose area is 
approximately the area of influence identified by Han and 
Griffith [8]. 

In the course of the investigation, it was observed that the 
time elapsed between the start of bubble growth at the 
surrounding site and the start of bubble growth at the central 
site was always greater than the time that the bubble at the 
central site which was supposed to have caused the subsequent 
emission took to grow to its maximum size and depart. This 
observation suggested that the interaction of the nucleation 
phenomena at the two sites might be associated with the 
departure of the bubble as Henley and Hummel indicated and 
not with its appearance as had been expected to be the case. 
Accordingly, the experimental results were analysed in terms 
of the separating distance-bubble departure size difference 
(S—Rd) and the time elapsed between the start of the bubble 
growth for the two active sites minus the bubble growth 
period (T—TS). Plotting the data in terms of (S-Rd) versus 
(T — TS) tended to draw the experimental results together into a 
single curve suggesting that a single relationship might fit all 
the experimental data. 

The approach used in the derivation of a theoretical model 
to explain the experimental results involved the diffusion of 
heat through the heating surface. The local instantaneous 
heat-transfer coefficient on a heat transfer surface has been 
studied by Barakat and Sims [9] who showed that during the 
early stages of bubble growth, while there was an outward 
movement of the flow field around the bubble interface, the 
local heat-transfer coefficient increased to maximum and then 
decreased as the bubble interface velocity decreased. The heat-
transfer coefficient went through a minimum shortly af
terward and then when the bubble left the heating surface the 
liquid moved inward causing the heat-transfer coefficient at 
the heating surface in the vicinity of the bubble periphery to 
attain a maximum once again. After bubble detachment from 
the heating surface, the heat-transfer coefficient decreased 

ISOTHERMS AT THE MOMENT OF DEPARTURE 

RING SOURCE STRENGTH Q 

Fig. 7 Idealized model for the transfer of heat from an instantaneous 
ring source to the heating surface 
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monotonically to its original value. The interesting stage in 
Barakat and Sims's studies so far as the present investigation 
is concerned occurs when the bubble leaves the heating surface 
because then the resistance to heat flow from the liquid at the 
periphery of the bubble to the surface is at a minimum. 

The temperature field around a growing vapour bubble was 
reported by Beer et al. [10] for Freon 113 boiling under at
mospheric pressure conditions. As the bubble started to grow, 
the superheated liquid layer at the heating surface was pushed 
away from the nucleation site and high-temperature liquid 
accumulated at the perhiphery of the growing bubble. The 
corresponding temperature fields in the surface (copper and 
steel) around an active site were depressed because much of 
the heat transferred to the growing bubble was drawn from 
the heating surface by evaporation of the microlayer un
derlying the bubble. 

On the basis of these observations, the phenomenon 
responsible for nucleation site interaction was represented by 
an instantaneous transfer of heat to the surface from a ring 
source surrounding the bubble base at the moment of 
departure. The idealized representation of the heat con
duction process is depicted in Fig. 7. The temperature 
disturbance which results propagates outward through the 
heating surface in the radial direction and establishes the 
conditions for the nucleii at adjacent nucleation sites to grow 
after some delay related to the separating distance. 
Throughout the formulation it was assumed that: 

1 Nuclei capable of being activated exist at surrounding 
nucleation sites at distances SUS2,. . . , 

2 Only the pair of active sites being investigated interact 
with each other. 

10 20 30 40 50 

TIME (T-T. ) m s 

60 70 

Fig. 9 Comparison between the experimental results and the 
prediction of heat diffusion in the heating surface 

3 Heat diffuses from an instantaneous ring source through 
the surface and propagates in the radial direction close to the 
heating surface. 

4 For the purposes of analysis, it is assumed that all of the 
energy contained by the liquid in the vicinity of the bubble 
base at the moment of departure passes into the surface and 
that none of it diffuses into the surrounding liquid. 

The axisymmetric conduction equation may be represented as 

30 , r 1 d ( dd \ d2d 1 

where the initial condition is 

6(r,0) = 0 (4) 

and the boundary conditions appropriate to the problem are 

(6) 

(7) 

(8) 

The solution of equation (3) for an instantaneous transfer 
of heat from a ring source of strength Q applied at radius r' 
was provided by Carslaw and Jaeger [11] as 

QlpC <--2 

dr 

0(o°,z,O 
mr,0,t) 

dz 
6(r,oo,t) = 

= 0 

= 0 

= 0 

d(r,z,t)-- -exp 
r r + r 
L 4^ 

;]*(£) (9) 
8(™ 03 / 2 "~r L 4/tf 

where I0 is the modified Bessel function of the first kind order 
zero. Interpreting this solution to suit the problem by setting 
z = 0, r = S, t=r and r' = Rd, equation(9) becomes 

QlpC [S2+R2
dl 

6(S,T)-- -exp- 4 KT 

,SR 
Io\2 

Rd\ 
KT / 

(10) 
8(TTK T ) 3 / 2 

Figure 8 depicts the role of the ring source pictorially. The 
upper diagram shows that the temperature at the surface at 
time t = tg has been depressed by the growth of a bubble at 
the centerline R = 0, and as a consequence no active 
nucleation site in the vicinity will be able to emit a bubble 
until the temperature has recovered at time t = tw. The middle 
diagram shows the effect of a ring temperature disturbance 
which appears at the same time and moves outward with 
decreasing amplitude. The lower diagram shows the super
position of the two effects and suggests that the ring heat 
source acts to re-establish the surface temperature and 
therefore the conditions under which bubble emission at the 
surrounding sites could occur quicker than would be the case 
if recovery of the surface temperature were to depend on 
conduction within the solid alone. 

The relationship between the time elapsed from bubble 
departure (T — TS) and the distance from the ring source (S— 
Rd) at which the maximum in the temperature distribution 
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occurs can be obtained from equation (10) as indicated in 
reference [7]. However, the temperature disturbance 
propagation outward in the radial direction adjacent to the 
solid/liquid interface can be approximated by 

(11) (S-/? r f)=2V^(7-7.,) 

Equation (11) can be evaluated for copper by substituting 
the value of the thermal diffusivity K = 8.15 * i0~2 'mm2 /ms 
to obtain the relationship 

(12) (S-Rtl) -0.57V(r-rg) 

The prediction of this relationship and the experimental 
findings are presented in Fig. 9 where it may be seen that the 
theoretical model for the diffusion of heat through the solid 
gives good agreement with the experimental findings. 

Implications of the Research 

The experimental results obtained at the lower level of heat 
flux (92.21 kW/m2) and three different levels of subcooling 
(0, 6.5, and 12°C) showed that the separating distance, S, and 
the time elapsed, T, between the start of bubble growth at two 
neighbouring active sites were uniquely related, such that the 
time elapsed between the start of bubble growth at the two 
neighbouring active sites increased with increasing separating 
distance. For this particular level of heat flux, all the ex
perimental data for the saturated and subcooling boiling 
conditions plotted as (S — Rc/) versus {r — Tg) tended to draw 
together into a single curve suggesting that a single 
relationship would fit the data. A theoretical model involving 
heat diffusion in the solid close to the heating surface gave 
good agreement with the experimental findings suggesting 
that this might be the mechanism responsible for the ac
tivation of the surrounding nucleation sites. 

As a result of the research performed, it has been 
demonstrated that the bubble nucleation phenomenon and the 
distribution of active nucleation sites are related in a manner 
which is not yet completely understood. One implication of 
this interdependence is that the emission of a bubble at a 
nucleation site is governed by the pattern of bubble emissions 
of all of its neighbours within a certain as yet undetermined 
distance and that it is not an isolated event as commonly 
thought. Henceforth, it will be necessary to think in terms of 
"area-averaged" bubble emission frequencies in the for
mulation of nucleate boiling heat-transfer models. Obviously 
more research is required. The investigation reported herein 
only represents the first step in a series of experimental and 
theoretical studies which will have to be done for various 
liquid/surface combinations at different levels of heat flux 
and subcooling with a number of different applied pressures 
to investigate more general situations. 

It is felt that this sort of investigation will advance our 

knowledge of the boiling phenomena and help to fill the gaps 
between the actual behaviour and the predictions of the 
existing models in nucleate boiling heat transfer. The 
potentially active nucleation sites are known to be randomly 
distributed over the surface and if research of the type 
described above led to the identification of a probability 
function which would express the likelihood of two adjacent 
sites being active in terms of frequency of emission of the two 
sites, it would be a relatively simple matter to determine the 
bubble flux density for a given surface. Shoukri and Judd [12, 
13] have already developed a theory for predicting bubble 
emission frequency and have shown that nucleate boiling heat 
flux is uniquely related to bubble flux density, although these 
theories are both dependent upon a knowledge of the effective 
cavity size which is related to surface material and finishing 
technique. Ultimately, it might turn out to be possible to 
predict nucleate boiling heat flux without recourse to any 
arbitrary constants. 
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A Solution for Dispersed Flow 
Heat Transfer Using Equilibrium 
Fluid Conditions 
A method for predicting steady state dispersed vertical upflow film boiling heat 
transfer under constant heat flux conditions is presented. Differential transport 
equations and accepted heat transfer correlations are used to form a solution 
dependent upon knowledge of conditions at the dryout point only. Thermal 
nonequilibrium is included in the analysis and the actual flow quality is determined 
from local equilibrium conditions. A nondimensional grouping is derived which 
indicates the extent of nonequilibrium present in the flow. Results of this analysis 
are compared to data of three fluids in tube geometry: Freon 12, nitrogen, and 
steam. Predictions compare favorably with data from all three fluids. 

Introduction 

Film boiling of a flowing liquid occurs when heated surface 
temperatures are high enough to prevent intimate liquid-
surface contact. This heat transfer regime occurs in some 
cryogenic equipment, in steam generating systems, and may 
occur during several phases of a nuclear reactor loss of 
coolant accident. One type of film boiling flow pattern of 
particular interest is dispersed flow. High heated surface 
temperatures characterize this flow regime which consists of 
liquid droplets entrained in a flowing vapor. 

Two types of flow patterns may precede formation of 
dispersed flow. Inverted annular flow occurs at low quality 
dryout (the point where liquid is no longer in contact with the 
heated surface) and results from high heat flux conditions or a 
high heated surface temperature preceding flow initiation. 
Dispersed flow formation begins when vapor void fractions 
are greater than —60 percent [1]. Annular flow occurs at 
higher dryout qualities and results from lower heat fluxes or 
low initial heated surface temperatures. After the dryout 
point, heat transfer is primarily through the vapor, and a 
sharp rise in the heated surface temperature results. Vapor 
temperatures may be above the saturation temperature even 
with liquid remaining in the flow, thus, thermal 
nonequilibrium may exist. The actual flow quality A- at a 
point will therefore be less than the corresponding local 
equilibrium quality, XL,q. 

Two techniques are normally used to develop predictive 
methods for dispersed flow heat transfer. Several in
vestigators have used various correlation techniques to predict 
dispersed flow film boiling data. Most have chosen to use a 
modification of a standard single phase heat transfer coef
ficient, assuming that heat is transferred primarily to the 
vapor. A good review of such correlations is given by 
Groeneveld [2]. 

The second technique commonly used is numerical. 
Typically, a mechanistic model is developed which includes 
several coupled heat transfer mechanisms. Mass, momentum, 
and energy transport equations are then integrated stepwise 
along the flow path. Most of these schemes have the ability to 
predict actual vapor temperature and therefore nonequi
librium within the flow. 

Early work using this technique was that of Forslund [3] 
who modeled heat transfer to both the droplets and the vapor. 
Other similar models have predicted dispersed flow heat 
transfer with varying degrees of success [4-7]. Two-
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dimensional numerical models have also been developed 
which include the effect of droplet evaporation on the local 
vapor temperature profile [8-9]. 

Numerical techniques include phenomena important to 
dispersed flow; however, they are complicated and require 
computer solution. This has led to attempts to combine 
correlational, and phenomenological techniques. 

Both Groeneveld [10] and Chen [11] have developed 
methods of calculating dispersed flow heat transfer using 
single-phase vapor heat transfer coefficients. Heat transfer is 
predicted using actual quality. Both developed an empirical 
correlation for actual quality from post-dryout data assuming 
that the heat was transferred only to the flowing vapor. These 
solutions are iterative in nature, but explicitly recognize 
nonequilibrium within the flow, and do not require stepwise 
numerical solution. 

In this study, a method for predicting actual quality is 
derived directly from the differential transport equations. 
Results of a numerical solution similar to those described 
above are used to simplify the governing equations to allow a 
nonnumerical solution. The method uses only dryout con
ditions and local equilibrium fluid conditions to predict 
heated surface temperatures under constant heat flux con
ditions. 

Heat Transfer Model 
Four dispersed flow heat transfer mechanisms can be 

identified: heat transfer directly from the wall to the vapor, 
heat transfer from the vapor to the entrained droplets, heat 
transfer from the wall to the drops, and heat transfer by axial 
conduction in the wall. These four mechanisms have been 
included in a numerical model [12] similar to those developed 
previously [4-7]. Results of this analysis have shown that 
conduction and wall-to-drop heat transfer play only a minor 
heat transfer role in most situations. These conclusions have 
been used to develop a nonnumerical dispersed flow model. 
The heat transfer model assumes that heat is transferred 
primarily from the wall to the vapor and then from the vapor 
to entrained droplets. 

It is assumed that the flow is steady state and the heat flux is 
constant; that equilibrium quality exists at burnout and the 
liquid is always at the saturation temperature. The drop size 
distribution is characterized by one average drop size, and 
liquid and vapor velocities are uniform across the tube. 
Radiation is neglected and enclosure pressure drop and fluid 
kinetic energy effects are assumed unimportant. 

Droplet Size at Dryout. In order to begin the dispersed 
flow analysis, droplet size along with liquid and vapor 
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velocities are needed at dryout. Various methods have been 
used to predict droplet sizes and velocities in dispersed flow 
film boiling. Most use only information at the dryout point 
and some type of droplet breakup criterion to determine 
initial droplet sizes. Typically, a critical Weber number 
criterion has been used along with some assumption about the 
slip ratio [7] or droplet acceleration [3, 6] at the dryout point. 
If dispersed flow forms from annular flow, all droplets are 
formed previous to the dryout point, and it would be expected 
that droplet size would be some function of conditions 
previous to the dryout point. 

The calculation method for initial droplet size used in this 
analysis is presented in [12] and is summarized in the Ap
pendix. It includes both droplet formation from the liquid 
film (annular flow) or core (inverted annular flow) and 
droplet breakup subsequent to formation due to a Weber 
number criterion (We,. = 6.5). Droplet sizes at dryout 
calculated by this method also include the effect of Weber 
number breakup downstream of the dryout point. 

Local Conditions Solution 

The differential transport equations used in the local 
conditions solution are similar to those presented elsewhere 
[3-7], and details of their derivation are given in those 
references. A detailed description will only be given where this 
analysis differs from previous analyses. 

Once dryout conditions are known, the governing equations 
can be used to determine local conditions downstream of 
dryout. Assuming that drop-wall heat transfer is negligible, 
the drop diameter gradient can be written as 

dd 

~dz 
= - 2 

hd(Tv-Ts) 
(1) 

yiPi'/s 

where hd is the vapor-drop heat transfer coefficient presented 
by Yuen [13] and is defined by equation (12). We have also 
assumed that an initial drop diameter, dl/o, can be found that 
allows us to assume that no droplet breakup occurs down
stream of dryout (see Appendix). The mass flow rate of the 
liquid in terms of the droplet number flow rate is 

ihi = G(l-X)=pi7Trd}ri 
6 

(2) 

Assuming the number flow rate of droplets, rj, remains 
constant, the liquid mass balance can be written as 

dX _ 3 ( 1 - X ) dd 

dz d dz 

Integrating yields 

d r i - x i 'A 

(3) 

(4) 
l~Xd0-i 

An overall equilibrium energy balance (assuming constant Cp) 

AQ" z 
X, eq Xdo — 

Gifs D* 

along with the nonequilibrium vapor energy equation 

z 
GX(iv-ivs)=4Q" 

D* 
G >jg(X—Xdu) 

(5) 

(6) 

yields an equation for vapor temperature in terms of the 
actual quality, X, and the equilibrium quality, Xeq. 

Cp (TL,-TUS)»(/„-

T W • r> , PvVld 

Defining Re(/ = 

. ._Xe„-X. 
'i's> x

 ljg (7) 

(8) 

and combining equations (1, 3, 4, 5, 7) and (8) yields 

2 dd0 1 Q" Pl Red X dX 

3 D* (\-Xd0)
Vi Gifg

 r" Pv Nurf (l-X)2/> dXeq 
(9) 

= {X«,-X) 

The next portion of this paper is devoted to approximating the 
functional dependence of Re,.//Nurf on actual quality, X. 
Assuming small property variations, equation (9) will then 
become a first order differential equation in terms of X and 
Xn/. 

The liquid velocity, V, can be written in terms of the slip 
and void fraction 

GX 
v<=-^ do) 

prSa 
For dispersed upflow, void fractions are less than one, 
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equation (8) 
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while slip ratios are greater than one. As actual quality ap
proaches a value of one, both void fraction and slip also 
approach one. Therefore, it is assumed that the variation in 
the product Sa will be small. If one then uses equations (4), 
(8), and (10), ignoring property variations, the dependence of 
Re,/ on actual flowing quality can be written as 

R e > A T l - * ) , / j (11) 

The drop Nusselt number is that developed by Yuen [13] 
which accounts for the effect of droplet evaporation on the 
heat transfer coefficient. 

CP(TV-TVS)1_ 
Nu 1 + -

'/« 

Nu„=2 + o.eT pAr»-Vi)di 
(12) 

Pr„ 

From the numerical solution, it was found that Nu„ is con
siderably greater than 2 for the major portion of the quality 
range. Further developing equation (12), equation (4) can be 
substituted for d and equation (A9) substituted for (S - 1). If 
the change in the product Sa is small, equations (7) and (12) 
can be combined to yield 

Nud<xX'A(\-X)'A — (13) 
X„, 

Re^ X, 

Nu. * # ( ! - * ) ' (14) 

The proportionality given in equation (14) can now be used 
to neutralize the quality dependence of Re(//Nu,, in equation 
(9). Noting that the combination of (12) and (7) gives 
Nu( //Nu0 = X/Xel/, a combination of variables can be 
defined by equation (15) which results when equation (9) is 
multiplied and divided by Xel/ (1 - X)l/,2/X'A [from 
equation (14)]. 

K--
2 d. Q" 

3 D* (\-Xh)'
A Gij, 

Pr, 
Pi 

P>: 

1 
Nu0 Xv'(\-X)m 

(15) 

This quantity, K, should now remain approximately constant 
with actual quality, X, since the quality dependence of 
Red '/Nu0 is neutralized by the quantity \/[XSA(\~X)'/2} 
[from the combination of equations (14), (12), and (7)]. Using 
the definition of A" given in (15), equation (9) becomes 

X'AXet/ 
" T77-

(\-X)1/L 

dX 

dx;„ 
(Xm-X) (16) 

Equation (16) shows that the parameter, K, which we shall 
call the nonequiiibrium constant, contains the group of fluid 
parameters which dictate the departure from equilibrium (i.e., 
the behavior of actual quality, X\ in relation to the 
equilibrium quality, Xei/). 

Figure 1 shows the variation of K with quality as calculated 
by the numerical soluton scheme. For all of the cases shown, 
except nitrogen (N2), no drop breakup occurs, and if remains 
relatively constant, justifying the previous assumptions. The 
information shown for N 2 ( v ) is for an inverted annular 
dryout where the drops break up after dryout. Therefore, the 
actual magnitude of AT for N2 shown in Fig. 1 decreases from 
a high value and becomes essentially constant beyond X = 60 
percent. In this case, an average value of K would be predicted 
as 0.59 using the integrated average drop diameter from 
equation (A5). Even though K varies significantly for this 
case, the predicted wall temperatures shown later in Fig. 7 
agree well with this data. Therefore, K can always be 
determined from equation (15) using only dryout conditions. 

Equation (16) now becomes an initial value problem with X 
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Fig. 1 Variation of the nonequiiibrium constant, K, (as predicted by 
the numerical solution) with actual quality, X 

= Xe(/ = Xd0 initially. Unfortunately, an analytic solution to 
equation (16) is not known. Therefore, it was integrated using 
a Runga-Kutta scheme for various values of K and dryout 
quality. Graphs of X versus (Xet/ - Xdo) as a function of K 
for dryout qualities from 0.1 to 0.9 are shown in Figs. 2-6. 
For any dryout quality and value of K, the actual quality can 
be determined knowing the equilibrium quality at the point of 
interest. 

It can be seen from the figures that equation (16) explains 
the correct physics of the droplet evaporation process. As the 
value of if increases, the nonequiiibrium in the flow increases. 
A value of K = 0 indicates that equilibrium exists in the flow. 
This corresponds to a drop Nusselt number of oo in equation 
(15), which would mean that all heat goes into evaporating the 
drops. 

The slopes of the K curves must be zero at the dryout point 
as indicated by equation (16) when Xeq = Xd0 = X. Since 
drop wall interactions are ignored and the vapor is saturated 
at dryout, no drop evaportion can occur initially, and the 
quality must remain at Xdo until enough vapor superheat is 
available to begin to evaporate drops. This effect is most 
evident in the high dryout quality K curves (Fig. 6), since very 
little liquid is present at dryout. In the lower burnout quality 
K curves, this effect is much less pronounced since much more 
liquid is present in the flow. As K increases, the effect also 
becomes more prominent as the vapor to liquid heat tansfer 
mechanism is becoming less effective. 

At an actual quality of one, the slopes of the K curves must 
also be zero as indicated by equation (16). At a quality near 
one, very little liquid is available to evaporate in the flow, and 
the slope of the constant K curve must decrease to zero as the 
amount of liquid in the flow goes to zero. 

Once actual quality, X, is determined, a conventional vapor 
heat transfer coefficient, and the actual vapor temperature 
calculated from (7) can be used to determine wall tem
peratures (i.e., Q"lh + Tv = Tw). Two wall-to-vapor heat 
transfer coefficients were used depending on the fluid. For 
water, the steam correlation of Heineman [14] was used with 
actual vapor velocity used to evaluate the Reynolds number 
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' DH 
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For other fluids, the Dittus-Boelter [15] equation was used, 
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Fig. 3 Actual quality, X, versus equilibrium quality, Xeq, for Xd0 = 0.3 

using actual vapor velocity and a thermal entrance length fit 
from Kay's [16] numerical solution. 

Nuw„ =0.023 Re„°-8Pr„°-4(l + — — ^ ) (18) 

Summary 

Once dryout and flow conditions are known (i.e., Xdo, G, 
Q", property values), the appropriate drop diameter can be 
determined from equation (Al) for annular dryout and 
equation (A5) for inverted annular dryout. The value of the 
constant K can be determined from equation (15) evaluated at 
dryout using the definitions of Re^ [equation (8)], Nu0 

[equation (12)], slip [equations (A8) or (A9)], and the 
definitions of void fraction, vapor velocity, and liquid 

velocity. This procedure can be simplified for most cases. If 
Nu0 is large (i.e., greater than 15), equation (A9) is used for S, 
and the limiting value of 0.4 is used for CD, equation (15) can 
be rearranged and written as 
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Fig.5 Actual quality, X, versus equilibrium quality, Xeq, for Xdo =0 .7 

Values of K calculated using equation (19) differ from 
values calculated using the definitions of Re,.) and Nu0 by 
about 5 percent when the specified conditions hold. 

Once a value for K is determined from conditions at dryout, 
equilibrium quality at any location z is calculated by equation 
(5). Then Figs. 2-6 are used to determine actual quality from 
equilibrium quality at any z. Local vapor temperature can 
then be determined using equation (7) and the vapor heat 
transfer coefficient determined from equations (17) or (18). 

Results 

The procedure has been used to evaluate heated wall 
temperatures from several experiments. Figure 7 shows liquid 
nitrogen tube data taken by Forslund [3]. The solid curve 
shows results from a stepwise numerical solution, while the 
A 's are computed from the local conditions solution; Data 

are shown as • 's and a 's. Dryout in this case was inverted 
annular, and a liquid core existed for a distance beyond the 
dryout point. Both numerical and local conditions solution 
schemes assumed dispersed flow existed at the dryout point. It 
would be expected that they would over predict surface 
temperatures in this region. At points removed from dryout 
where dispersed flow would actually exist, both the numerical 
and local conditions solutions agree well with the nitrogen 
data. The local conditions solution does not include con
duction and drop-wall interactions. These mechanisms have 
the largest effect near dryout, and tend to decrease wall 
temperatures. 

A comparison of both solution schemes to Bennett's [4] 
steam data is shown in Fig. 8. Again, agreement between both 
solution schemes and data is good. Values for the constant K 
range from a highly nonequilibrium case (K — 2.3) to a more 
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closely equilibrium case (K = 0.22). Because the local con
ditions model uses the significant heat transfer mechanisms of 
the numerical model, it cannot predict wall temperatures 
better than the computer solution. 

Freon 12 data of Groeneveld [7] is presented in Fig. 9. 
Again, a case of almost complete equilibrium (K - 0.0714) is 
shown along with a case of more nonequilibrium (K = 0.58). 
In both cases, both solutions agree well with the wall tem
perature data. 

Both the numerical and local conditions solutions were 
compared to Freori 12 data of Cumo [17]. Neither solution 
scheme does a good job of predicting this data. Because the 
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predictions were unsuccessful, the degree of nonequihbrium 
was varied in the local conditions solution to determine if a 
good fit was possible. Equilibrium was varied from complete 
equilibrium to a large degree of nonequilibrium. In general, a 
variation in equilibrium alters the curve shape while a 
variation in the form of the heat transfer coefficient raises or 
lowers the wall temperature curves, retaining a similar shape. 
The complete equilibrium case lies nearest the data; however, 
data fit is still poor. It has been found [7] that Freon 12 is 
susceptible to decomposition, and perhaps this could be the 
cause of the discrepancy. 

The local conditions solution was also compared to ex
perimental Freon data of Koizumi [5] and low-pressure water 
data of Nijhawan [18, 19]. Unlike the experiments described 
previously where fluid was subcooled at the inlet to the test 
section, these experiments used a positive inlet quality. Since 
droplets would not all be formed in the heated test section, 
both the standard and an altered drop sizing method based on 
the Helmholtz instability analysis of Tatterson [20] was used 
to predict the wall temperature data [12]. The Koizumi 
surface temperature data was bracketed using the altered 
( - 1 1 percent error based on the wall superheat) and standard 
( + 8 percent error) droplet sizing methods. However, the 
Nijhawan surface temperature data was generally over-
predicted by both methods (at some points by as much as 35 
percent based on wall superheat) even though measured vapor 
temperatures were higher than predicted vapor temperatures. 
Nijhawan's experiments were conducted using a hot patch at 
the entrance to the test section, while Koizumi stripped the 
liquid film from the wall before entering the test section. Both 
techniques could alter the liquid distribution over that which 
might be expected when all boiling takes place within the test 
section. The experimental methods used in either of these two 
experiments make it difficult to judge the validity of the 
nonequilibrium constant concept, although comparisons to 
these results are reasonable considering the experimental 
techniques involved. 

Conclusions 

Dispersed flow heat transfer consists of several individual 
heat transfer mechanisms. An accurate analysis of dispersed 
flow must include at least the most important of these. In
teractions between the drops, the vapor, and the heated wall 
influence both the wall heat transfer and the nonequilibrium 
existing in the flow. These in turn determine the tube wall 
temperatures. Specifically, this study investigates dispersed 
flow heat transfer for vertical upflow, constant heat flux 
conditions. 

A local conditions solution based on energy and mass 
transport equations identifies one nondimensional group, K, 
[equation (15) or (19)] which alone determines the 
nonequilibrium present in the flow. Wall temperatures may 
then be calculated without using complex numerical 
techniques. 

Both numerical and local conditions solutions were 
compared to world data. Nitrogen, Freon, and water data 
from four investigators and various flow conditions were 
compared on the basis of wall superheat. In order to avoid 
inverted annular flow pattern effects, points less than 0.15 M 
(6 in.) from dryout in Forslund's inverted annular ex
periments are excluded from the comparison. The RMS error 
is 13 percent using all the data presented in this paper. 
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A P P E N D I X 

Initial Droplet Size 

The local conditions solution assumes that no droplet 
breakup occurs after dryout. In order for this assumption to 
be valid, either no drop breakup actually occurs after dryout, 
or an appropriate initial droplet diameter can be calculated 
which produces the same nonequilibrium in the flow as that 
which would occur if droplets present at dryout were allowed 
to break up as they travel downstream. 

For annular type dryout (assumed to exist when Xdo > 0.1), 
no further droplet breakup is a good assumption. Using 
entrainment data of Hewitt [21] for heated annular flows, a 
model was developed which accounts for droplet formation 
from the liquid film and subsequent droplet breakup due to a 
critical Weber number criterion (We,. = 6.5) [12], Drop 
diameters calculated using this method generally fall between 
diameters calculated using a film instability analysis (i.e., 
reference [20]) and those using a Weber number criterion at 
the dryout point [i.e., reference [6]). 
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Assuming the product Sot was near 1 and that \/Sa dX/dz 
> > X d{\/Su)/dz, the average drop diameter for annular 
dryout was determined. 
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If Xa from equation (A2) is less than 0 .1 , it is recommended 
that Xa be set equal to 0.1 for use in equation (Al ) . 

For inverted annular flow (assumed to exist when Xd0 

<0 .1 ) , similar assumptions were used to arrive at an equation 
for average droplet diameter including post dryout droplet 
breakup. 
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Equat ions for slip at any point in the flow were also 
developed. 
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in many cases, the second term in equation (A8) is small 
giving 
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Thus the slip at dryout , Sco in equation (A2) can be deter
mined by evaluating (A8) or (A9) at burnout conditions (i.e., 
u s i n g X = Xd0 and d/D* = dC0/D*). 

CD is the droplet drag coefficient as used by Groeneveld [7] 
for dispersed flow analysis. 
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In most situations, Rerf > 150 and a constant value of CD = 
0.4 can be assumed. The critical Weber number was assumed 
to be 6.5 as recommended by Groeneveld [23], 
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Performance of a Compact Cooling 
Unit Utilizing Air-Water Mist Flow 
Performance of a new compact cooling unit for semiconductors, being composed of 
an atomizer, a fan, and a heat-dissipating surface with no fin, has been measured 
over a wide range of the mass flow rate of spray water, m, and the wall heat flux. 
The heat transfer performance of the present compact, unit with m = 0 to 1.05 g/s, 
attains 1.8 to 20 times that of the parallel-plate channel under the same thermal 
conditions. 

Introduction 

Air-water mist cooling of heated bodies by suspending 
water droplets in an air stream has a remarkably improved 
performance of heat transfer in comparison with the single-
phase cooling. Many theoretical and experimental studies of 
this cooling method have hitherto been made. Maezawa and 
Tsuchita [1], Heyt and Larsen [2], Simpson and Broils [3], 
Bhatti and Savery [4], and Hishida et al. [5] studied the heat 
transfer for flat plates in air-water mist flows; Abe et al. [6], 
Hodgson et al. [7], Kosky [8], Nishikawa and Takase [9], 
Basilico et al. [10], Lu and Heyt [11], for circular cylinders; 
Aihara et al. [12], Aihara and Fu [13], for wedges; Hishida et 
al. [14], for an inclined plate. 

As for heat exchangers, Simpson et al. [15], and Yang and 
Clark [16] carried out the heat-transfer experiments on finned 
tubes and automotive radiator cores, respectively. However, 
these heat exchangers were for single-phase flow and were not 
reformed for air-water mist flow. It seems that the form of a 
heat exchanger suitable for air-water mist flow has never been 
determined and that there is room for further improvement in 
the performance. 

The authors have developed a new compact unit for air-
water mist cooling of semiconductors, composed of an 
atomizer, a fan, and a heat-dissipating surface with no fin. 
The present paper describes the construction of the new 
compact unit having a heat exchanger channel in which one 
wall is heated with quasi-uniform heat flux and the other is 
insulated. Finally, the results of an experimental study of the 
unit's cooling performance are presented. 

Experimental Apparatus and Procedure 

Test Cooling Unit. Figure 1 illustrates cross-sectional 
details of the test cooling unit. Air-water mist flow was 
produced as follows: Pure water was fed to the center of the 
main disk @ of a fan-atomizer through a 1-mm-i.d. dripping 
nozzle © and atomized by the centrifugal effect owing to the 
rotation of the disk (9) driven by a motor shaft @ ; then the 
water droplets were mixed with air stream induced by the fan-
atomizer. By continuous impingement of these water droplets 
onto the umbrella-shaped heat transferring surface © , a thin 
water film was effectively maintained there. The umbrella-
shaped surface © was composed of eight ring-shaped 
segments of brass. Each segment was separated by 2-mm-
width slots so as to minimize a conduction error between the 
neighboring segments as shown in Fig. 1. The heat trans
ferring sur face © was covered by a glass-wool insulator © 
to prevent heat loss from its back side. An alternating current 
was supplied to the nichrome heaters @ in eight segments 
and adjusted to make the wall heat-flux as uniform as 
possible. The representative temperature of each of the 

segments was estimated by averaging the values measured 
with a pair of 0.1-mm-dia. copper-constantan thermocouples 
(Tl) soft-soldered to axially symmetric locations. The inlet 
bellmouth ring (O), outlet ring © , and bottom disk © were 
made of bakelite. The profile of the ABC section of the 
bottom disk © was designed to keep an average radial 
velocity nearly constant throughout the heat exchanger 
channel © , © . Figure 2 is illustrative of the fan-atomizer 
with thirteen blades of double suction type, which was 
developed by the authors. Its volume flow rate of air was 
0.075 m3 /s at 2904 rpm, corresponding to the average radial 
velocity of 4.7 m/s at the inlet of exchanger channel. 

The absolute velocity and turbulence intensity of single-
phase, isothermal air flow in the exchanger channel were 
measured by moving the probe of a hot-wire anemometer 
along the mid-width of the channel. 

Experimental Apparatus. Figure 3 is an outline of the 
experimental apparatus. Air was drawn into the inlet nozzle 
© for measuring the flow rate; it was pressurized by an 
auxiliary fan @ ; and it was divided into two streams, © 
and ® , both of which were drawn into the test cooling unit 
@) through the straighteners @ of honeycomb cores. 
During that time, the rotating speed of the auxiliary fan @ 
and the opening angle of damper © were adjusted so as to 
make the outlet static pressures © and © of the ducts © 
and ® nearly equal to the atmospheric pressure. The mixing-
cup temperature evaluated from the measured values of 
thermocouples © and @ was regarded as the air dry-bulb 
temperature at the inlet of test cooling unit © ; the inlet 
absolute humidity of the test unit was determined from the air 
dry- and wet-bulb temperatures measured at the location @ . 

Pure water was fed from a main tank @) to the fan-
atomizer driven by a motor @ , through an overflow tank 
@ , an orifice flow meter © , a needle valve © , a 
measuring section of the water temperature © , and a 
dripping nozzle © . 

Local Heat Transfer Coefficients and Local Bulk Tem
peratures. The local heat transfer coefficient, hx, regardless 
if single- or two-phase, is defined as 

hx=qx/(Twx-T,) (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 15, 
1982. 

where Twx is the local temperature of the heat transferring 
surface, T, is the air dry-bulb temperature at the channel inlet, 
and qx is the local wall heat flux. The value of qx is deter
mined by subtracting the rear conduction loss and the 
predicted radiation loss from the electric power input to each 
heater © , by correcting the radial conduction through the 
grooved area between segments, and then by dividing by the 
heat transfer area of each segment. The rear conduction loss 
for each run was evaluated from a correlation, obtained by a 
preliminary experiment, with the average temperature dif
ference between the segment surfaces © and a plastic cover 
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Fig. 1 Sectional details of test cooling unit: © dripping nozzle; (2) 
and (8) air ducts; @ plastic cover; (4) glass-wool insulator; (5) outlet 
ring of bakelite; (6) bottom disk of bakelite; (7) umbrella-shaped heat 
transferring surface; (9) main disk of fan-atomizer; @ motor shaft; (TJ) 
and @' 0.1-mm-dia thermocouples; @ nichrome heater; @ inlet 
bellmouth ring of bakelite 

(3), as shown in Fig. 1. The net rate of radial conduction was 
estimated with the calculated value of thermal constriction 
resistance and the measured temperature difference between 
the neighboring segments. 

As for the single-phase experiment, the following local heat 
transfer coefficient, h*xW, and local Nusselt number, NuJ, 
were also evaluated and compared with the performance of 
ordinary heat exchangers of parallel-plate type 

^*(0 — <7.V(1)/(7\VA' ~ Tbx) (2) 

Nu* = bih*m/\ (3) 

where Tbx is the local bulk temperature, bj is the inlet width of 
channel as shown in Fig. 4, and X is the thermal conductivity 
of air. 

The local bulk temperature, Tbx, may be derived as follows: 
The heat balance with respect to an elementary ring-surface 
shown in Fig. 4, can be written as shown below 

(2Trrdx)qw=(2Trrdx)h*(l)(Twx-Tbx) = WpcpdTbx (4) 

where qw is the average wall heat-flux for single-phase run, 
and Wis the volume flow rate, expressed as 

W=2itribjurj = 2-Krbur = constant (5) 

By combining the first and third expressions of equation (4) 
and integrating them from r = r, to r = r 

Tbx - T, = Trqw(r2 - / ? ) / ( WpcpcosP) (6) 

where /3 is the inclination angle of the heat transfer surface. 
By substituting W of equation (5) into equation (6) and by 
putting Reb = uribj/v and xcos/3 = r — rn the local bulk 
temperature is obtained as 

'b-,qm\( x r + r. 
•T; • ( ? % (7) 

X / V 6,PrReA 2r, / 

It should be added that throughout the whole experiment 

Nomenclature 

b = channel width, m 
cp = specific heat at con

stant pressure of air, 
kJ/kg°C 

hx,h* = local heat transfer 
coefficients defined by 
equations (1) and (2), 
respectively, W/m2 °C 

/ = length of heat trans
ferring surface, m 

m = mass flow rate of spray 
water, g/s 

Nu* = local Nusselt number 
defined by equation (3) 

Pr = Prandtl number of air 
q = heat flux at heat 

transferring surface, 
W/m2 

r = radial distance from 
the center, m 

Re6 = gas Reynolds number 
defined by uri bj/p 

Re{ = local Reynolds number 
defined by ua%lv 

ThTwx,Tbx = temperatures of inlet 
air, local wall, and 
local bulk, respec
tively, °C 

Tu = turbulence intensity, 
percent 

ua = absolute velocity in 
h e a t e x c h a n g e r 
channel, m/s 

ur = radial velocity in the 
channel, m/s 

W = volume flow rate of 
air, m 3 /s 

x = distance from the 
starting point of heated 
section, m 

/3 = inclination angle of 
heat t r ans fe r r ing 
surface, rad 

X = thermal conductivity 
of air, W/m°C 

v = kinematic viscosity of 
air, m2 /s 

J = length of streamline in 
the channel, m 

p = density of air, kg/m3 

Subscript 

para 
unit 

(1) 
(2) 

Superscript 

inlet of heat-exchanger 
channel 
parallel-plates channel 
present cooling unit 
single-phase flow 
air-water mist flow 

= average 
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Single-Phase Heat Transfer. Figure 5 shows the radial 
distributions of the average radial velocity, «,., the absolute 
velocity, «„, the turbulence intensity, Tu, and the local 
Reynolds number, Re{, defined by ua, and streamline length, 
£, for an isothermal clear air flow in the exchanger channel. 
The radial velocity, ur, is nearly constant throughout the 
channel; the absolute velocity, ua, decreases monotonically on 
proceeding downstream, i.e., with increasing x. The tur
bulence intensity, Tu, once decreases from 14 percent in the 
vicinity of the channel inlet to a minimum at x = 60 mm, 
corresponding to R e j = 7 x l 0 4 , and then increases to 16 
percent near the channel outlet. 

Figure 6 shows typical oscillograms of the stream tur
bulence in the exchanger channel. The periods of large 
velocity fluctuations observed at x = 25 mm are nearly equal 
to the period, 1.6 ms, of the pulsating flow caused by the 
impeller blades of fan-atomizer; however, on proceeding 
downstream, those large fluctuations break down and are 
transformed into the irregular patterns of high frequencies. It 
may be seen from the abovementioned characteristics that the 
high turbulence intensity near the channel inlet is not due to 
conventional irregular turbulence but primarily due to the 
periodic pulsations in the discharge flow from the fan-
atomizer and that by the action of such periodic disturbances 
as a trigger, the transition to turbulent state occurs at the 
extremely low Reynolds number of Ref = 7 x 104 [17]. 

The heat transfer data for clear air are plotted in Fig. 7 in 
the form of h*m and hxm against the location x/l. The 
possible error in h*w and hxW, primarily due to the un
certainty in the radial conduction loss, is within 7 percent in 
the worst case and normally is ±3 percent; however, the 
maximum indeterminate error for the innermost segment is 
predicted to be rather serious as indicated by the limiting line 
around the data points, because the accurate estimation of 
heat loss through the inlet bellmouth ring was difficult. The 
effect of (7(|) on h*m and hxW was found to be less than ± 2 
percent in seven runs of q(l) ranging from 700 to 5,300 W/m2 . 
The difference between both the local heat transfer coef
ficients, h*m and hxm, was less than 10 percent because of 

Fig. 3 Outline of experimental apparatus (not to scale): (T) dripping 
nozzle; (2) and (8) air ducts; (Ql dry- and wet-bulb thermometers for 
inlet air; @ inlet nozzle for measuring air flow rate; @ auxiliary fan; 
@ damper; @ water tank; @ overflow tank; @ straighteners; @> 
and (^ thermocouples for dry-bulb temperature; @ and @ pressure 
taps; (fij orifice flow meter; @ needle valve; @ mercury thermometer 
for water temperature; @ test cooling unit; @ motor 

the deviation in qx from q was normally within 1 percent and 
was within + 18 and - 2 9 percent for the innermost segment 
of x/l = 0.054. 

Results and Discussion 

The experiment was carried out over the ranges of the inlet 
air temperature, Th from 12 to 20 °C with the constant air 
volume flow-rate of 0.075 mVs. 

Blade 

Shrouds vShaft 
Fig. 2 Impeller of centrifugal fan-atomizer 
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Inlet Be l lmou th Ring of Bakelite 

-Thermocouple 

Heat t ransfer r ing 
Surface 

Bottom Disc of Bakelite 

Thermocouple Positions 
No.(L-R) 
x/L 

1 
0.054 

2 
0.173 

3 
0.301 

4 
0.4 31 

5 
0.560 

6 
0.688 

7 
0.817 

8 
0.941 

Fig. 4 Physical model of the heat balance in heat exchanger channel 
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Fig. 5 Radial distributions of average radial velocity, u r , absolute 
velocity, u a , local Reynolds number, Ret, and turbulence intensity, Tu, 
of isothermal single-phase flows in exchanger channel 

Tbx — T; under the condition of Reb being comparatively 
large, as is obvious from equation (7). 

Figure 8 shows a comparison of the present experimental 
values for the test cooling unit with the existing theoretical 
ones for various laminar channel flows in respect of the local 
Nusselt numbers Nu* defined by equation (3). Although the 
heat transfer performances for ordinary parallel plates/disks 
decrease on proceeding downstream, the measured heat 
transfer coefficients for the present cooling unit are not only 
considerably higher than the former, but nearly constant 
throughout the exchanger channel. 

It has been already found that the time-averaged heat 
transfer for laminar channel flow is not appreciably changed 
by the flow oscillations [21] and that the heat transfer at given 
turbulence intensity increases as the length-scale of freestream 
turbulence decreases [22]. Therefore, the result of nearly 
constant heat transfer coefficients for the present cooling unit 
may be attributed to the fact that on proceeding downstream 
the periodic pulsating flow of large length-scale near the 
channel inlet undergoes transition to the turbulent flow of 
small length-scale which is effective in the enhancement of 
heat transfer. A similar uniform distribution of heat transfer 
was found over an inclined rectangular body with freestream 
disturbances caused by wake oscillations [23]. 

Besides, the swirling of flow in the exchanger channel and 

lX=1A8mm 
> A. flPailHMHL 
o t i i i i i i i n i 

2ms 
Fig. 6 Oscillograms of turbulence of isothermal single-phase flows in 
exchanger channel 

0.04 0.1 0.2 0.4 0.6 1.0 
x/L 

Fig. 7 Local heat transfer coefficients for clear air versus x/l 
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Fig. 8 Comparison of the authors' experimental values for the test 
cooling unit with the existing theoretical values for various laminar 
channel-flows of Pr = 0.7 in respect of the single-phase local Nusselt 
numbers, NuJ ( o : Authors' experiments for cjj^ = 700-5,300 W/m2 

withReb = 11,000) 
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the suppressing effect of a converging channel on the 
boundary-layer development [24] appear to contribute to the 
high heat transfer performance of the present cooling unit. 

Two-Phase Heat Transfer. The experiment on air-water 
mist flow was carried out over the ranges of the wall heat flux, 
q{2)< from 1170 to 11,870 W/m2 , the relative humidity at 
channel inlet from 45 to 63 percent, the mass flow rate of 
spray water, m, from 0.08 to 1.05 g/s, the temperature dif
ference between feed water and inlet air from 2.9 to 3.8°C. 

The measured local heat transfer coefficients, hx(Tl-> are 
shown in Figs. 9 to 13. Since at low water flow rates, the 
dryout of water film on the heat transferring surface occurs 
from the place where the mass evaporation rate of water film 
exceeds the mass impinging rate of droplets, the value of hx{2) 
decreases as the wall temperature, Twx, increases with in
creasing values of q(T); however, in the case of high water flow 
rates where a water film is maintained on most of the heat 
transferring surface, the value of hx{2) increases with q(1), as 
shown in Fig. 13. This tendency agrees well with the study of 
Aihara et al. of a wedge surface [12]. Excluding the case of the 
dryout occurring over the whole surface, as shown in Fig. 9, 
the distribution of hx{2) has a maximum at A:// = 0 .3 to 0.5, 
where active droplet impingement onto the surface was ob
served on a preliminary experiment using a transparent 
dummy surface. As the water flow rate, m, increases, the 
atomized droplets become greater in size and travel on longer 
trajectories; accordingly the point of maximum hx{2) moves 
slightly downstream. 

The distributions of the heat transfer enhancement factor, 
defined by hx(2)/hxW, were closely similar to those of hx(2), 
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Fig. 13 Distributions of local heat transfer coefficients for air-water 
mist f lown x(2) 

because of the value of hxW being nearly constant over the 
range0.17<x//<0.94. 

Figure 14 shows the effects of the wall heat flux, q{2), and 
mass flow rate of spray water, in, on the maximum wall 
temperature ( r„) m a x . 

We now compare the present compact unit by air-water 
mist cooling with an ordinary parallel-plate channel by air 
cooling in respect of heat transfer performance for various 
maximum wall temperatures, {Tw)mm, under the same 
conditions of the following factors: the whole heat trans
ferring area, the inlet-width, b-„ and length, /, of channel, the 
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Fig.14 Effects of average heat flux q(2) and water mass flow rate, m,
on maximum wall temperature (Tw)max
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Fig.15 Performance comparison of heat transfer between the present
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[q(1)J para, wall heat flux of an ordinary parallel·plate channel by air
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Fig.16 Comparison of compactness between the present cooling unit
without a lin and an ordinary heat sink with forced·air cooling fins

6.6 times that of the parallel-plate channel in which one wall is
heated with uniform heat flux and the other insulated.

2 In the case of low water flow rates where a dryout state
occurs, the two-phase heat transfer coefficients for the
present compact unit decrease as the wall temperature in
creases, with increasing values of wall heat flux; however, in
the case of high water flow rates where a water film is
maintained on most of the heat transferring surface, they
increase as the wall heat flux increases.

Excluding the case of the extremely low water flow rate

Conclusions

The results obtained are summarized as follows:
I The single-phase air flow in the exchanger channel of

the present compact cooling unit has velocity fluctuations of
14 percent near the channel inlet, similar to the periodic
pulsations caused by the fan-atomizer; on proceeding
downstream, the large fluctuations break down and are
transformed into the irregular patterns of high frequency,
peculiar to fully turbulent state; on reaching Re~ '" 7 x 104 , its
turbulence intensity increases rapidly and approaches 16
percent near the channel outlet.

Owing to the high turbulence intensity, the swirling flow in
channel, and the suppressirtg effect of a converging channel
on boundary-layer development, the single-phase heat
transfer coefficients for the present compact unit attain 1.8 to

inlet dry-bulb temperature, T j , and the volume flow rate of
air, W. The values of heat flux, [q(2)] unit , for the present
compact unit can be obtained from the experimental data of
Fig. 14; and the corresponding ones, [q(1)lrara , for the
parallel-plate channel may be evaluated from Naitoh's ap
proximate solution [18] for Pr = 0.71, one wall heated with
uniform heat flux, and the other insulated. The heat flux
ratios, [q(2)]unit/[q(1>lrara, obtained as mentioned above, are
plotted against (T"'),,,a, - T j in Fig. IS. It may be seen from
the figure that the heat transfer performance of the present
unit attains to about 7 times the corresponding one for the
parallel-plate channel in the case of in = 0.08 gis, equivalent
to the water-to-air mass flow ratio M of 8.9x 10- 4 ; and
indeed to 20 times in the case of in = 0.8 to 1.0 gis, or M =
8.9xlO- 3 to I.lxlO- 2 . Thus, the authors' object may be
fulfilled by having obtained the result of Fig. 15, since the
extension rate of fin area to base area is about seven in or
dinary commercial heat sinks for semiconductors.

The authors have designed and made the first trial article
for cooling semiconductors, utilizing the principle and
construction of the abovementioned compact cooling unit.
This trial unit having "no fin" can dissipate heat of 1.4 kW
by feeding water of 0.5 gls at a temperature difference of
about 45 0 C between the inlet air and the metal cases of
mounted semiconductors. Figure 16 shows a comparison of
compactness between the trial unit and a commercial heat
sink with many forced-air cooling fins having the same
performance as the former. As may be seen from the figure,
the trial unit is one-third the size of the commercial heat-sink
illustrated by the broken lines.
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where dryout occurs over the whole surface, the distribution 
of the two-phase local heat transfer coefficient has a 
maximum at .v// = 0.3 to 0.5, where the active droplet im
pingement was observed. 

3 The heat transfer performance of the present compact 
unit with water-feeding of 0.8 to 1.0 g/s attains up to 20 times 
that of the parallel-plates channel under the same thermal 
conditions. 

4 On the basis of the results already mentioned, the first 
trial unit has been designed for cooling semiconductors. This 
trial unit without a fin dissipates 1.4 kW by feeding water of 
0.5 g/s; however, it is one-third the size of the ordinary 
commercial heat-sink with many forced-air cooling fins 
having the same performance. 
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Approximate Phase Change 
Solutions for Insulated Buried 
Cylinders 
The conduction problem for cylinders embedded in a medium with variable thermal 
properties cannot be solved exactly if phase change occurs. New, approximate 
solutions have been found using the quasi-steady method. These solutions consider 
heat flow from the entire pipe surface, rather than from a single point, as has been 
assumed in the past. The temperature field, phase change location, and pipe surface 
heat transfer can be evaluated using graphs presented for parametric ranges of 
temperature, thermal properties, burial depth, and insulation thickness. The 
theoretical results show good agreement with complete numerical solutions. The 
accuracy of the method increases as the Stefan number decreases and the results are 
of particular value for insulated hot pipes or refrigerated gas lines. 

Introduction 

Freezing or thawing around pipes buried in thawed or 
frozen material has become an important problem for 
engineers. The placement of gas and oil pipes in permafrost, 
the storage of solar energy as latent heat, and buried heat 
exchangers for heat pumps are significant examples. No exact 
solution exists for phase change in the cylindrical geometry, 
however, the problem of a pipe surrounded by an infinite 
medium, i.e., infinite burial depth, has been evaluated 
numerically by Lunardini [1], Sparrow et al. [2], Tien and 
Churchill [3], Carslaw and Jaeger [4], and others, for various 
temperatures and thermal properties. 

The more difficult problem of finite pipe burial has not 
been evaluated systematically except with approximate 
techniques such as the quasi-steady method. Porkhaev [5, 6] 
and Hwang [7] examined the uninsulated pipe while Thornton 
[8], Seshadri and Krishnayya [9], and Lunardini [13], 
presented solutions for insulated pipes. 

Steady-State Solution 

Solutions are available for the steady state, after phase 
change ceases, using source-sink images or conformal 
transformations (Carslaw and Jaeger [4] and Lunardini [14]). 
The results will be given for a thaw problem, as noted in Fig. 
1, but freezing is essentially the same. The thermal properties 
of the medium are constant, but different, for temperatures 
above and below the phase change value. 

The insulation surface temperature is assumed to be a 
constant Tp. This is acceptable if the insulation is not ex
tremely thick. The temperature, Tp, is evaluated by equating 
the integrated heat flow from the pipe to the heat flow into the 
medium at the insulation surface. Then 

The temperatures in the thawed and frozen regions are 

T - i -

TP-

T2 

Tf 

Tj 

~T0 

1 + g 
1 +ba 

cosh 
• ' ( T ) 
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cosh ' ix 

cosh~l(-) 

Tf-T0 /3(l+ba) cosh ' jx 
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(3) 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Washington, D.C., November 15-20, 1981. 
Manuscript received by the Heat Transfer Division December 7, 1981. Paper 
No. 81-WA/HT-50. 

h° / / / ^ 
/ 1 Mr. 

\ Thawed 

\ k| 
Frozen N>. T, 

k2 ^ 

T2 

1 

l 
^ 

_- -

„ — 

y 

YA \ \ 

V \ 
\ / 1 
y i 
T(any temp) / 

/ 
/ 

f — 

h 

Fig. 1 Phase change around insulated buried pipe 

Equations (2) and (3) are written in terms of the center 
location and radius (h, r) of an isotherm. The geometric 
function,/, is defined as 

cosh" (T) 
f(h,r) = -

cosh ' fi 
where/;2 - r2 = h0

2 - r2 

This can also be written in Cartesian coordinates as 

(4a) 

f(x,y) •• 

f x2 + \y + Jh2
0-r}]2 -j 

<- x2 + \y--Jhl-r2]2 J 

H±+4(±y->) 
In nondimensional form 

f(H,R)=bcosh~[(H/R) 

ftrt\ b inf ? + ti + a]2 1 

(46) 

(.5a) 

(5b) 

The value of the function,/, on the phase change interface is 

b . f fu+(£o+«)2 1 f0 = bcosh-l(H0/R0)=^-\n[ 
fo + (Za-a)2 (6) 
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For the steady state the phase change interface is simply the 7} 
isotherm. This is given, from equation (2) or (3), by 

/oco — 
1 + 0 

(1 + ba) 

The limiting thaw depth can be evaluated from 

(ix + a)K + \ 

where 

W f l = -

K--
+ 0 

(n + a)K-l 

( 1 + M 

(7) 

(8) 

In this equation, £0oo denotes the depth to the bottom of the 
thaw interface on the plane of symmetry where f0 = 0. 
Also 

/ e2Klb + \ \ 
Hna, — 

Rn --^W„ 

(9) 

(10) 

The insulation thickness needed to keep the soil frozen is given 
by£0 ix + 1. 

Thus, from equation (6) or equation (1), ba 

The heat transfer, from the pipe to the surface, is 

(1+0 )6 

1/0 and 

q = 2irk2 (Tf-TQ) 

(11) 

(12) 
0(1 +ba) 

Quasi-Steady Equations 

The quasi-steady approximation does not attempt to solve 
the phase change problem exactly but assumes that the phase 
change interface moves slowly so that at any instant the 
temperature profiles satisfy the Laplace Equation. This 
condition will be approached as the ratio of the sensible to the 
latent heat—the Stefan number—approaches zero (Lunardini 
[14]). The motion of the interface then follows by satisfying 
the energy boundary condition between the two phases. The 
energy balance may be formulated and solved at various 
locations on the phase change interface, including the plane of 

symmetry. The approximate isotherms will be circles, as has 
been noted for the steady-state solution, although the true 
isotherms are not circular since they are not constant coor
dinate surfaces of a bicircular transformation. However, the 
pipe and ground surface temperatures are always circular 
isotherms. After an infinite time, when the steady-state is 
reached, all isotherms become circular. Thus, the in
termediate-time, circular, isotherms required by the quasi-
steady method should be reasonable approximations to the 
actual isotherms. 

The temperatures, at any instant, satisfy the Laplace 
equations with the form of the steady-state temperatures, 
equations (2, 3). 

' / / 
Tp-Tf l+bc 

+ k2 

(Tf-Tof) 

(T„-Tf) \\+ba > 

Tr-T0 

TPf~Tf 

"AT, 
/ 

(13) 

(14) 
L Tf-TQ • " J i 2 l ( l + M 

The value of the geometric function on the plane of sym 
metry, f = 0, is 

/ ( f , = * l n ( - i _ - ) (15) 

T0/ and Tpf are fictitious, transient, boundary temperatures 
of the frozen and thawed zones which allow the phase change 
interface to move from the pipe (or insulation) surface to the 
final steady-state position. These auxiliary temperatures—a 
concept developed by Porkhaev [5, 6]—are needed since only 
one location of the interface, that given by equation (7), is 
possible with the actual boundary temperatures. 

Since the value of / is f0 on the phase change interface, 
where the temperature is TV, then equations (13) and (14) lead 
to 

Tj~ 

TP-

TPj 

Tof 

Tf 

-Tf 

/o 
k2](l+ba-f0) 

k2](l+ba-f0) 

(16) 

(17) 
Tf-T0 ( 1 + M 

Thus the thawed and frozen zone dimensionless temperatures 
are 

N o m e n c l a t u r e 
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l/ln(/i + a) 
volumetric specific heat 
phase change thickness 
beneath pipe insulation 
functions, defined in text 
depth to center of arbitrary 
isotherm 
depth to center of buried pipe 
h/n 
dimensionless depth to center 
of phase change isotherm 
circle 
thermal conductivity 
* . / * 2 
thermal conductivity of 
insulation 
volumetric latent heat of 
fusion 
effective latent heat 
heat transfer rate per unit 
length of pipe 
radius of arbitrary isotherm 
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= outer radius of insulation 
= radius of pipe 
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= dimensionless radius of phase 

change isotherm circle 
= CdT„-Tf)/L 
= time 
= temperature 
= freezing temperature 
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= pipe temperature 
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Subscripts 
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= thawed value for thawing, 
frozen value for freezing 

= frozen value for thawing, 
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/ - / o 
l + ba-f0 

<t>2 = 
s_ 

/ o 

(18) 

(19) 

Energy Balance o n the Symmetry P lane 

The latent heat absorbed (melting) is the difference between 
conduction into and out of the phase change interface. At the 
lowest point of the symmetry plane this is 

(*, 
dT, 

" / J 

dy0 

• dt 
(20) 

dy dy / y0 

This assumes that the phase change interface grows in exactly 
the same manner as a plane interface, and introduces a second 
approximation since it is known that the geometry has a 
significant effect on the rate of the phase change interface 
movement (Sparrow et al. [2]). 

In nondimensional terms, equation (20) is 

f^i_«^] = _ ^ (21) 
I dt P d l h o dr ( l ) 

Substituting equations (15, 18, 19) into equation (21) yields 
the following relation for the depth to the phase change in
terface below the pipe. 

- 2 f l H M + , : <22> 

known steady-state solution. The use of only the heat flux at 
the bot tom of the pipe not only accelerates the phase change 
interface growth rate (compared to equation (22)) but also 
greatly exaggerates its final position. 

If only one phase exists, i.e., T0 = Tf and thus /3 = 0, then 
an exact solution to equation (23) can be found. This is 

a , , - . * ' - < ; + " ' - . • l i . - o . + 1)1 

+ (-5^)Kf^) 

a 3 ln [ ( /n+ l ) 2 . - f l 2 ] (28) 

The heat loss from the pipe and the temperatures at any 
location can be easily calculated once £0 ( a n d thus / 0 ) is 
known. The relations are 
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This equation agrees with the solution of Hwang [7], when a 
= 0, which is the uninsulated case. Equation (22) was used by 
Lunardini [13] to evaluate the effect of the pipe insulation. 
Using the functional form off0 gives 

la T 
J M+ 1 

(x2 ~a2)dx 
(23) 

(29) 

(30) 

9 (l+ba-f0)ln(n+a) ( 3 1 ) 

Energy Balance With Circular Geometry 

Thorn ton [8] integrated the energy balance over the entire 
phase change interface, rather than directly beneath the pipe. 
This automatically restricts the phase change to a circular 
geometry. The general equation for the radius of the region 
which has changed phase is 

1 
+ a - l . 

V x-a / \ x-a / b \ x—a / \ x-
If a steady-state solution to equation (22) exists, then the 

denominator must approach zero as time approaches infinity. 
Thus 

J _ £ C. dp dp J >p = R0 

dd~-
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1+/3 V fooo-a / 

(24) 

(25) 

Again, using equations (18, 19), this is 

\\+ba~fQ / 0 / J _ £ \ dp /P=R0 

dd--

dRo 

' dt 

_dRo 

dt 

(32) 

It can be shown that 

This is identical to the steady-state solution previously 
discussed. 

(3L) 
\ dp ) 9 

-ab 

dp / P = R 0 R0(H0+R0sm8) 

Seshadri and Krishnayya [9] used the same concepts but T h u s t h e g e n e r a l e q u a d o n i s 

evaluated the insulation temperature by equating the heat 
flows only at the bot tom of the pipe. This led to the following 
equations 

(•So (x2-a2)dx 
-2abT=\ (26) w h e r e 

br- •r 
zdz 
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(34) 
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Note that equation (26) also agrees with Hwang [7], when the 4 r = J 
pipe is uninsulated. For burial depth, <t > 2, equations (25) ^ 
and (27) are in fairly good agreement and the results tend to 
converge as /3 becomes large. For small values of /3 and <t, 
equation (27) gives limiting solutions far greater than the 

(27) Equat ion (35a) may also be expressed in terms of the depth £0 • 

So (xA-a*)dx 

I f 
1 & 

1 / x+a \ / x+a \ 
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The solution to this equation, when 8 = 0, is 

^i,a«va,(I+«-i»[-|ii]) 

- 1 [(,+tf+„v(„+.,']+«-i„[^f - f i j ^ - ] 
2 L £o"~fl) ( / t+ l+ t f ) J 

- a ( f o - / * - l ) - f l 3 [ l / f o - ! ( / * + ! ) ] (36) 
If the heat flux is assumed to be constant around the entire 

phase change interface,using the value at the bottom of the 
pipe where 6 = -K/2, equation (34) is, 

V do A 
s pi 

r 

-ab 

dp /p=R0 R0(H0+R0) 

Using equation (33), the phase change radius is governed by 

z2(p+l)dz 
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(37a) 
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Once again equation (37a) can be written as 

(x4-a4)dx f£ 

4ar= \ 
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= 0(376) 
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The solution to equation (376), when B = 0, is 

V 3 £0 J L £ 0 + a J 
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- | ( ^ - . 2 ) + 2 « 3 l n ( | ) - ^ 3 l n ( M _ ^ ) ( 3 8 ) 

where g = /n + 1 
Equations (35) and (37) yield the same steady-state 

solutions given by equations (9) and (10). 

Comparison With Numerical Solutions 

The equations can be compared to complete numerical 
solutions available in the literature and listed in Tables 1-4. 
These cases are all for hot oil pipes buried in permafrost and 
the sensible heat is considerably larger than the latent heat. 
This means that the Stefan number is quite large and in order 
to account for the sensible heat an effective latent heat is 
defined as 

Le/L = l + C2[kl2BST + ST/2 (39) 

The quasi-steady calculations, given in Tables 1-4, used the 
effective latent heat. 

Discussion 

Solutions are presented to the approximate quasi-steady, 

Table 1 Comparison of quasi-steady and numerical solutions 8 = .1396, /i = 4, a = 0, ST 

= 1.62 

Time 
Year 

1 
5 

10 

Table 2 
= 2.11 

Time 
Year 

1 
5 

10 
20 

Table 3 
= 2.11 

Time 
Year 

1 
5 

10 
20 

Table 4 
SV = 1.74 

Time 
Year 

1 
10 
12 

T* 

12.4 
27.6 
39.0 

Comparison 

r* 

13.8 
31.0 
43.8 
61.9 

Comparison 

T* 

14.4 
32.1 
45.4 
64.2 

Numerical 
Goldetal. [10] 

9.0 
15.0 
19.0 

Dlr; 
Quasi-steady 

equation (23) equation (35) 

5.3 9.6 
9.4 17.9 

11.8 21.7 

of quasi-steady and numerical solutions, 8 = .1636, /* = 

Numerical 
Lachenbruch 

[12] 

7 
11 
13 
16 

D/rj 
Quasi-steady 

equation (23) equation (35) 

5.7 10.3 
9.9 17.8 

12.2 20.4 
14.7 21.6 

of quasi-steady and numerical solutions, 8 = .0147, p -

Numerical 
Lachenbruch 

[12] 

8 
13 
16 
20 

D/rj 
Quasi-steady 

equation (23) equation (35) 

6.4 13.0 
11.8 29.3 
15.3 41.0 
19.7 57.0 

Comparison of quasi-steady and numerical solutions, 8 = .0191, p. 

T* 

13.0 
41.2 
45.1 

Numerical 
Hwang et al. 

[11] 
7.8 

19.6 
21.8 

Dlr, 
Quasi-steady 

equation (23) equation (35) 

5.5 17.6 
12.8 49.6 
13.6 53.4 

equation (376) 

6.4 
11.4 
14.2 

= 4,or = 0 , S r 

equation (376) 

6.9 
11.9 
14.5 
17.1 

= 4, a = 0,ST 

equation (376) 

7.9 
14.9 
19.3 
24.9 

= 1.5, a = 0, 

equation (376) 

7.1 
16.2 
17.2 
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Fig. 4 Phase change beneath a buried pipe, 0 = .01, a = 5 Fig. 7 Phase change beneath a buried pipe, /3 = .04, a = 5 

mathematical model representing the physical system. The 
validity of such approximate solutions can only be determined 
by comparison to data or exact solutions. Data available were 
not extensive or accurate enough to be used for meaningful 
comparisons. Since no exact solution is available it was 
necessary to use numerical solutions from the literature. The 
large Stefan numbers arise since only hot oil pipe solutions 
have been published to date. As was to be expected, without 
the correction for sensible heat contained in the effective 

latent heat, the quasi-steady solution overestimates the rate of 
thaw. Effective latent heats used with planar quasi-steady 
solutions, which can be compared to exact solutions, give 
excellent results when compared to high Stefan number cases. 
The same is true for circular pipes surrounded by an infinite 
medium (infinite burial depth) [14]. Thus, comparisons at 
high Stefan numbers can be used to set upper bounds on the 
accuracy of the quasi-steady solutions presented. 

Tables 1-4 indicate that Thornton's method, equation (35), 
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Fig. 12 Phase change beneath a buried pipe, /3 = .3, a = 3 
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considerably overestimates the thaw depth for all of the cases 
considered. The method also leads to a condition where the 
phase change depth, immediately beneath the pipe, tends to 
increase as the burial depth decreases, which seems contrary 
to physical intuition as noted by Hwang [7]. However, a 
closer examination shows that the total volume of thawed 
material does increase with increasing burial depth. The 
peculiarity of a thicker layer of thawed material beneath the 
pipe for a decreasing burial depth is simply a function of the 
geometry of the steady solution. 

Tables 1 and 4 show that equation (37) is clearly superior to 
equation (23), while Tables 2 and 3 indicate that the two 
formulas are essentially the same. The numerical results of 
Lachenbruch [12] exaggerate the effect of subcooling (/3) when 
compared to Gold et al. [10] and the quasi-steady solutions. 
The surface heat transfer effect in Lachenbruch's calculation, 
which is not accounted for in equations (23) and (27), may 
retard the growth of the thaw bowl. The comparisons of 
Tables 1-4 indicate that equation (37) gives superior 
predictions and that the quasi-steady method has a maximum 
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error of ±20 percent. The accuracy should improve if the 
Stefan number decreases towards zero, as will be the case for 
lower pipe surface temperatures or for a chilled pipe. The 
correction for the phase change depths suggested by Hwang 
[7] will not always improve the prediction and is not 
recommended. Numerical quadrature of equation (37) was 

carried out and values are plotted in Figs. 2-19 for practical 
ranges of /3, a, and p. 

The quasi-steady method is useful since it can be applied to 
a number of practical cases with no exact solutions, and the 
results can be presented in a compact form. The graphs are 
felt to be acceptable for engineering estimates if accuracies on 
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the order of 20 percent are acceptable. For insulated pipes, 
where the phase change is expected to be more limited, the 
graphs should be more accurate. 

The equations and graphs presented for the thawing case 
are all valid for the freezing problem if 

kx(Tf-Tp)t 
r}Le 

and kt, etc., refer to the frozen values. 
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Influence of Free-Stream 
Turbulence on Turbulent Boundary 
Layer Heat Transfer and Mean 
Profile Development, Part I— 
Experimental Data 
An experimental research program was conducted to determine the influence of 
free-stream turbulence on zero pressure gradient, fully turbulent boundary layer 
flow. Convective heat transfer coefficients and boundary layer mean velocity and 
temperature profile data were obtained for a constant free-stream velocity of 30 
mis and free-stream turbulence intensities ranging from approximately 1/4 to 7 
percent. Free-stream multicomponent turbulence intensity, longitudinal integral 
scale, and spectral distributions were obtained for the full range of turbulence 
levels. The test results with 1 /4 percent free-stream turbulence indicate that these 
data were in excellent agreement with classic two-dimensional, low free-stream 
turbulence, turbulent boundary layer correlations. For fully turbulent boundary 
layer flow, both the skin friction and heat transfer were found to be substantially 
increased (up to ~ 20 percent) for the higher levels of free-stream turbulence. 
Detailed results of the experimental study are presented in the present paper {Part 
I). A comprehensive analysis is provided in a companion paper (Part II). 

Introduction 
The growth of boundary layers beneath highly unsteady 

and/or turbulent mainstreams is of practical interest in 
numerous engineering applications. Turbomachinery airfoils 
and heat exchanger flows are two examples of high turbulence 
environments where accurate predictions of both boundary 
layer development and convective heat transfer distributions 
are critical. In the case of gas turbine airfoil design, the ac
curacy of these predictions influences the aerodynamic ef
ficiency and, through its impact on the cooling design, both 
the cycle efficiency and hardware durability. Improvement of 
analytical techniques for predicting heat transfer distributions 
with high turbulence is currently restricted by the lack of an 
adequate supply of appropriate, accurate experimental data. 

The impact of free-stream turbulence on fully turbulent 
boundary layer flow has been examined by others in 
numerous experimental, analytical, and computational 
studies. In particular for adiabatic turbulent boundary layer 
development, previous studies [1-8] have consistently in
dicated that increases of skin friction and boundary layer 
growth rate are produced by increased free-stream turbulence 
levels. Charnay et al. [2], Huffman et al. [3], and Evans [5] 
have also determined that increased free-stream turbulence 
results in significant changes to the boundary layer turbulence 
and shear stress distributions. Bradshaw [10], Hancock [8], 
and Green [9] have provided comprehensive analytical 
examinations and interpretations of the phenomena involved. 
The following is a very brief summary of the results of these 
previous studies of adiabatic turbulent boundary layer flow. 

(0 The data of references [2-5] indicate that for a given 
boundary layer Reynolds number, UQ/v, the skin friction 
coefficient increases in a roughly linear manner with the local 
free-stream turbulence intensity (approximately 10 percent 
increase for u' IU = 0.05). (ii) The data of Meier and Kreplin 
[7] and the analysis of Bradshaw [10] indicate that for low 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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turbulence levels («' /U < 0.005) the skin friction coefficient 
is proportional to u'2/U. (Hi) The data and analysis of 
Hancock [8] and the analysis of Bradshaw [10] indicate that 
these free-stream turbulence effects depend upon both the 
free-stream turbulence intensity and length scale with the 
maximum impact of the free-stream turbulence expected for 
cases where the boundary layer thickness (<5) and streamwise 
dissipation length scale (L") are about equal. 

In contrast to these reasonably consistent results measured 
for adiabatic experiments, previous data for the impact of 
free-stream turbulence on turbulent boundary layer heat 
transfer [11-21] are highly contradictory. References [11-16] 
report negligible influence of free-stream turbulence on 
turbulent heat transfer while references [17-21] report 
significant effects. Interpretation of these data has been 
clouded by the use of coarse boundary layer trips and/or 
unconventional free-stream turbulence generating devices in a 
number of the experiments. Additional uncertainty has arisen 
from the fact that most of the heat transfer data were ob
tained for transitional and low Ree boundary layers. In-depth 
discussions of these contradictions in the available heat 
transfer data are given by both Simonich [18] and Simonich 
and Bradshaw [19]. Clearly, if some form of Reynolds 
analogy holds for these flows, the increases of skin friction 
measured for the adiabatic studies [1-8] require that the heat 
transfer increase as well. Based on this argument, Simonich 
and Bradshaw [19] and McDonald and Kreskovsky [22] have 
concluded that enhanced heat transfer rates should be ex
pected for increased free-stream turbulence levels. 

The objectives of the present study were to determine ac
curately the magnitude of the effects of free-stream tur
bulence on turbulent boundary layer heat transfer and to 
provide a thoroughly documented set of experimental data for 
use in improving the analytical modeling of this phenomena. 
The experimental program was conducted in a zero pressure 
gradient, two-dimensional channel designed for boundary 
layer studies. Data were obtained on a densely instrumented 
heated flat plate model for turbulence intensities ranging from 

Journal of Heat Transfer FEBRUARY 1983, Vol. 105/33 Copyright © 1983 by ASME
  Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A -
ti -
C -
U -
l > -

E -

h -

G -

- BLOWER 
- PARTIAL SPAN BAFFLES )2) 
- 6 0 % OPEN PERFORATED PLATE 
- -18 L/d HONEYCOMB 
- 0.23 mm DIAMETER WIRE 

8 MESH SCREEN 
- 0.23mm DIAMETER WIRE 

8 MESH SCREENS (4) 
- 0.18mm DIAMETER WIRE 

9 5 MESH SCREENS (2} 
- OPTIONAL TURBULENCE 

GENERATING 
GRIDS INSTALLED HERE 

H -
I — 
.J -
K -
1 -
M -
N -
O -

- BOUNDARY LAYER TEST SURFACE 
TURNBUCKLES 

- FLEXIBLE WALL 
- VARIABLE ANGLE DtFFUSER 

TURNING VANES 
- FILTER 
- HEAT EXCHANGER 
- RETURN DUCT 

Fig. 1 United Technologies Research Center boundary layer wind 
tunnel 

1/4 to 7 percent. The experiment consisted of the 
documentation of a comprehensive and accurate set of 
boundary layer profile, skin friction, and heat transfer data, 
along with an associated set of multicomponent free-stream 
turbulence intensity, integral scale, and spectral distribution 
data. 

Results of this study show that for fully turbulent boundary 
layer flow, both the skin friction and heat transfer were 
substantially increased for increased levels of free-stream 
turbulence. Cross checks of the wall heat transfer and 
boundary layer profile data indicate that these measurements 
were self-consistent and that the test flows were highly two-
dimensional. Data obtained for low free-stream turbulence 
levels agreed very well with the results of similar earlier 
studies [23-24], indicating a high level of accuracy for the 
present experiment. These present results indicate increases of 
approximately 14 and 18 percent for skin friction and heat 
transfer respectively for a free-stream turbulence intensity of 
6 percent. A detailed analysis of these results is presented in 
Part II of this paper [25]. 

Experimental Apparatus 

Wind Tunnel and Heat Transfer Test Surfaces. All ex
perimental data for the present investigation were obtained in 
the United Technologies Research Center (UTRC) Boundary 
Layer Wind Tunnel (Fig. 1). This tunnel was designed 

specifically to generate large-scale, two-dimensional, in
compressible boundary layers with Reynolds numbers and 
free-stream turbulence levels typical of turbomachinery 
airfoils. A complete description of this facility, including 
measurements documenting the tunnel flow uniformity and 
two-dimensionality of the test boundary layers, is given in 
reference [26], The tunnel test section consisted of a flat upper 
wall instrumented for heat transfer measurements which 
served as the boundary layer test surface (H), plexiglass 
vertical sidewalls and a flexible lower wall (J). The test section 
was 86-cm wide, 244-cm long and 20-cm high at the entrance. 
For all test flows in this study, the lower flexible test section 
wall was adjusted to produce a constant velocity along the test 
section. 

The boundary layer test surface (upper wall of test section) 
consisted of a uniform heat flux electrically heated plate 
instrumented for the measurement of local convective 
coefficients. The heated flat plate was constructed from a 
block of rigid urethane foam 86-cm wide by 244-cm long by 
10-cm thick mounted in a plexiglass frame with 15.3-cm wide 
strips of 316 stainless steel foil cemented to the test surface. 
Details of the flat plate model and its instrumentation are 
presented in references [26] and [27]. Rigid foam was em
ployed for the substrate of the heated flat plate model because 
of its extremely low thermal conductivity (8 x 10 5 gm-
cal/cm-s K). Less than 1/2 percent of the heat generated on 
the surface of the plate was conducted away from the test 
surface. Electric current passing through the metal foil strips 
cemented to the test surface produced the surface heating. The 
metal foil strips were wired in series and were powered by a 
single low-ripple, regulated d-c power supply. The foil test 
surface was instrumented with an array of 203 Cr-Al 0.13-
mm-dia bead welded thermocouples. Each thermocouple was 
welded to the back surface of the foil through a hole in the 
rigid foam plate. Forty-eight surface static pressure taps were 
also installed along the test surface. 

The d-c power current passing through the surface strips 
was measured using two precision shunt resistors and a digital 
voltmeter. The temperature of the test surface thermocouples 
were measured relative to a single test section free-stream 
reference junction using a digital voltmeter. 

In order to insure a known, constant test surface emissivity, 
and hence a known radiation loss, the completed foil test 
surface was coated with 3M C-101 high-emissivity flat black 
paint (e = 0.99). Test results indicated that this surface was 
aerodynamically smooth, producing no premature boundary 
layer transition. 

Local convective coefficients were determined by ignoring 
the negligible conductive losses, subtracting power lost 
through thermal radiation and dividing by the temperature 
difference from the wall (Tw) to the freestream (Te). To 
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illustrate the magnitude of the radiation losses from the test 
surface, for Ue = 30 m/s, for turbulent boundary layer flow 
with Tw — Te = 14°C, the radiation loss was approximately 4 
percent of the total surface power. 

As shown in Fig. 1 at the test section entrance, a bleed 
scoop formed the leading edge of the heated boundary layer 
test surface. The scoop, which was mounted smoothly on the 
front edge of the heated test wall, provided a very short 
unheated starting length (£ = 4.3 cm) upstream of the heated 
test surface. The leading edge of the scoop was a 4 x 1 ellipse 
in order to prevent a local separation bubble and premature 
transition of the test surface boundary layer. Details of the 
scoop including its instrumentation and adjustment are given 
in references [26] and [27]. 

Turbulence Generating Grids. As described in [26], this 
wind tunnel had a relatively low residual test section tur
bulence level (< 1/4 percent). Higher turbulence levels 
required for this study were generated by inserting various 
square array biplane grids constructed from rectangular bars 
at the entrance to the main tunnel contraction (see Fig. 1). 
Four turbulence generating grids were designed using the 
correlations of [28]. The grids will be referred to as Grids 1, 2, 
3, and 4, corresponding to mesh widths, M, of 2.24, 6.51, 
17.79, and 22.86 cm. The minimum turbulence configuration 
(no grid) will be referred to as Grid 0. Details of the grid 
configurations are given in [26]. This present arrangement 
differs from that used for nearly all the earlier investigations 
of this subject in which the turbulence grids were located in 
the test section just upstream of the boundary layer test 
surface. The benefits derived from locating the grids at the 
contraction entrance were that the generated turbulence was 
more homogeneous and had a lower decay rate along the test 
section. Since grid generated turbulence decays approximately 
as u'/U a (xlb)~in [28], the change in turbulence level with 
distance along the test section was reduced by increasing the 
distance from the grid to the test section entrance. In addition, 
the results of [28] indicate that approximately ten grid mesh 
lengths are required to establish a uniform turbulent flow. 
These advantages of locating the grid a distance upstream of 
the test section require, of course, a more coarse grid to 
achieve a given test section turbulence intensity. 

Another effect considered was the expected influence of the 
contraction on the components of the grid generated tur
bulence. It was recognized that rearrangement of the relative 
magnitudes of the turbulence components would occur due to 
the contraction. However, since the contraction ratio was 
small (2.8), it was concluded that any effects of induced 
anisotropy would be small in comparison to the advantages 
gained in homogeneity and reduced decay rate. To determine 
the validity of the assumption, all three components of the 
test section turbulence were documented for all test cases. 

Boundary Layer Probes and Traverse Control. Boundary 
layer mean velocity profile data were measured using United 
Sensor Model BA-0.020 impact probes with flattened tips. 
The probes used in the program were inspected for defects 
using both a Nikon Model II toolmakers microscope and a 
Jones and Lamson Model PC 14 Shadowgraph. Mean tem
perature data were measured with miniature thermocouple 
probes designed using the results of [29]. The thermocouple 
sensing element for these probes was constructed from 0.02-
mm dia Chromel-Alumel bead welded wires. The ther
mocouple bead (= 0.08-mm dia) was located at the center of 
the probe support prongs which were fabricated of heavier 
Chromel and Alumel wire. The results of [29] indicate that a 
probe of this design was virtually free of wire conduction 
errors and was capable of measuring boundary layer mean 
temperature profile data into the viscous sublayer region. 

Movement of the boundary layer probes was achieved using 
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an L. C. Smith ball/screw traverse drive with an optical shaft 
encoder capable of resolving relative probe location to within 
0.01 mm. The traverse mechanism was suspended on a linear 
ball bearing track beneath the test section. The traverse could 
be located anywhere in the center 75 percent of the test section 
width from the leading to trailing edges of the test wall. A 
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telescope sighted through the tunnel sidewall was used to 
accurately position probes relative to the test wall. Estimated 
absolute accuracy of measured probe distance from the test 
surface was 0.03 mm for any location in the test boundary 
layers. 

Experimental Data 

General. Experiments were conducted to determine the 
influence of free-stream turbulence, on heat transfer for zero 
pressure gradient, fully turbulent boundary layer flow. 
Convective heat transfer coefficients, boundary layer mean 
velocity and temperature profile data, and wall static pressure 
distribution data were obtained for five free-stream tur
bulence levels ranging from approximately 1/4 to 7 percent. 
Free-stream multi-component turbulence intensity, 
longitudinal integral scale and spectral distributions were 
obtained for the various turbulence levels. For all test cases 
the tunnel test section was adjusted such that both the 
streamwise and transverse pressure gradients were negligible 
along the flat test wall. Conditions common to all test cases 
were Ue = 30.3 m/s, ambient test section pressure, Te = 
22°C, Max r w a u - r c = 20°C, Max Re, = 5 x 106. 
Depending upon the free-stream turbulence level, maximum 
boundary layer thickness reached ranged from 3 to 6 cm. 
Samples and summaries of these data are presented here. The 
complete data [27, 28] are available from the author upon 
request. Included in [28] are tabulations of the individual 
velocity and temperature profile data, as well as the calculated 
integral thicknesses (momentum, displacement, enthalpy, and 
"Clauser delta") and skin friction coefficients. 

Free-Stream Turbulence Intensity Distribution. To 
eliminate any uncertainties related to anisotropy of the free-
stream turbulence, the distributions of all three components 
(« ' , v', and w') of the free-stream turbulence were 
documented for all test cases. Measurements of the turbulence 
intensity distributions for the various generating grids were 
obtained with TSI Model 1243 X hot film probes and a TSI 
series 1050 linearized constant temperature, two-channel 
anemometer system. The system employed a Model 1052 
polynomial linearizer, a Model 1063 sum/difference unit, and 
Model 1076 RMS voltmeters. Descriptions of the anemometer 
and signal processing equipment used to obtain these data as 
well as descriptions of the techniques employed to reduce and 
interpret the measured quantities can be found in [27]. 
Surveys of the turbulence distributions were obtained over six 
planes located at the following stream-wise distances from the 
test plate leading edge: X = - 30 (the plane of the contraction 
exit), 10, 40, 100, 163, and 224 cm. For each survey plane, 
data were obtained at 5 cm vertical intervals for three 
transverse locations: Z = CL and ± 15 cm. 

The turbulence distributions measured with the various 
grids installed are presented in Fig. 3. For cases when all the 
turbulence levels over the data plane did not fall within the 
plotting symbol, bars indicate the range of the measured 
results. The upper half of Fig. 3 presents a sample 
multicomponent turbulence distribution measured with Grid 
4 installed. The slight anisotropy shown for these 
multicomponent measurements for Grid 4 are typical of the 
results found for all five turbulence levels. These 
multicomponent measurements demonstrate that for most of 
the length of the boundary layer development (x > 0 in Fig. 3) 
the turbulence was nearly isotropic. For all grid con
figurations, the relationship between the magnitudes of the 
three turbulence components in the test section was v' > w' 
> u' with the difference between the various components 
decreasing with increasing distance from the grids. The slight 
anisotropy of the turbulence in the tunnel test section resulted 
from combined effects of flow through coarse grids and the 
influence of the tunnel contraction on the grid turbulence. A 
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Fig. 4 Growth of the longitudinal integral scale along the test section 

discussion of these effects and a qualitative prediction of the 
relative turbulence component strengths are given in [26]. 

A composite plot showing the total turbulence intensity 
distribution for all five turbulence levels is presented in the 
lower half of Fig. 3. For all locations with Grids 1 and 2 and 
for the far downstream locations for Grids 3 and 4, the 
turbulence data over the various survey planes were extremely 
uniform with the data falling within the plotting symbols. The 
largest nonuniformities in measured turbulence resulted for x 
< 50 cm for Grid 3 and x < 100 cm for Grid 4. These regions 
were within ten grid mesh spacings (M) from the grid location. 
This result was in agreement with [29] which indicated that a 
distance of approximately five to ten mesh lengths down
stream of a grid was required to establish uniform flow. It has 
been shown in [26] that by accounting for the effects of the 
contraction, the turbulence decay rates measured for the 
present configurations agree very well with the decay 
correlations of [29]. The following expression accurately 
represented the total turbulence distributions along the test 
wall for all four turbulence grids. 

nn „ „ o / * + 1 3 2 \ - 5 / 7 

T=0J8\~b~) ( 1 ) 

where b (grid bar width) = 0.48, 1.27, 3.81, and 5.08 for 
Grids 1, 2, 3 and 4, respectively. For ease of discussion, 
nominal free-stream turbulence levels have been assigned to 
each of the grids and are given in Fig. 3. As shown in Fig. 3, 
however, the turbulence decays considerably with distance 
along the plate and these nominal levels are not an accurate 
singular representation of the turbulence for the test cases. 

For the tunnel configuration with no grid installed, the 
turbulence level in the tunnel test section was 1/4 percent. For 
applications related to internal flows and turbomachinery, 
1/4 percent turbulence is extremely low. Turbulent boundary 
layer heat transfer and profile data obtained for this "no 
grid" configuration can be considered as having negligible 
effects from the free-stream turbulence. Figure 3 indicates, as 
would be expected far downstream of a fine screen such as 
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this, that the turbulence decayed only slightly over the entire 
length of the test section. 

Free-Stream Turbulence Length Scale Distribution. 
Assessment of the role of the free-stream turbulence scale in 
turbulent boundary layer development has been hampered to 
date by an extreme shortage of pertinent data. To provide one 
"direct" experimental measurement of scale for these present 
data, autocorrelations of the fluctuating streamwise velocity 
component were processed to determine the longitudinal 
integral length scale. Measurements of the longitudinal in
tegral scale of the free-stream turbulence downstream of the 
various turbulence grids were obtained using single sensor TSI 
Model 1220 hot film probes, a TSI 1050 constant temperature 
anemometer system, and a Saicor Model SAI 42 correlator. 
Integral scale measurements were obtained for the four grid 
configurations over the same survey plane locations as 
described in the previous section. Integral length scale growth 
can be approximately represented by a power law of the form 
A; = Aj (XA)'" [31], where XA is the distance from the 
apparent origin of the growth, and A, is a constant related to 
the scale of the turbulence source. A best-fit power law was 
determined from the present data by constructing logarithmic 
plots with a series of assumed apparent origins and selecting 
the one which produced the longest straight line fits. A single 
apparent origin (75 cm upstream of the test plate leading edge) 
common to all four turbulence grids was selected. The in
tegral scale measurements plotted as a function of distance 
from their apparent origin are presented in Fig. 4. For this 
figure, the symbols are plotted at the average of the integral 
scale measurements obtained at each survey plane. The 
vertical bars indicate the range of the individual measured 
values. The power law exponent (m = 0.34) determined from 
these logarithmic plots is in excellent agreement with the value 

determined by Compte-Bellot and Corrsin in [31]. The 
correlations shown in Fig. 4 show that the present 
measurement techniques were self consistent and that the 
length scale growth rates measured for these tests were 
consistent with results from other studies. 

Free-Stream Power Spectral Density Distributions. To 
assure that the free-stream turbulence distributions generated 
for the present study were free of anomalies, the spectral 
distributions of the streamwise fluctuating velocity com
ponents were documented. Spectral distribution data were 
obtained along the tunnel centerline at tunnel mid-height for 
the following streamwise locations: X = 30, 10, 40, 100, 163, 
and 224 cm. These data were obtained using a TSI Model 1220 
single sensor hot-film probe, a TSI 1050 constant temperature 
anemometer, and a spectral dynamics Model SD 340 narrow 
band spectrum analyzer. Figure 5 presents sample spectral 
distribution data for Grid 4 CTN0M = 6 percent). For Fig. 5 
and for all three other grids, the measured data were in ex
cellent agreement with the von Karman one-dimensional 
spectrum for isotropic turbulence [32]. This result indicates 
that the test section turbulence has the classic characteristics 
of grid generated turbulence. 

Two-Dimensionality of Test Boundary Layers. Boundary 
layer mean velocity and temperature profile data for the 
various test cases were obtained with the previously described 
miniature pitot and thermocouple probes. For each case, 
profiles were documented at numerous (typically 10) 
streamwise locations along the test wall at the tunnel cen
terline and at Z = ± 15 cm. Momentum (0) and displacement 
thicknesses (5*) were calculated from the mean velocity and 
temperature profile data. Variations between profiles 
measured at the various transverse but fixed streamwise 
locations were negligible. 

For the fully turbulent profiles, wall skin friction coef
ficients were inferred by fitting the inner region velocity 
profile data to the "law-of-the-wall" 

U 

with K = 0.41 and C = 5.0. Following the methods outlined 
by Coles (Ref. 24), these skin friction coefficients were used 
with the calculated momentum thickness distributions to form 
a streamwise momentum balance for each test flow. The 
balance is satisfied for ideal zero pressure gradient two-
dimensional flow when 

peUe
2 d9 

T„, dx 

-In 
K v 

C (2) 

1 (3) 

Figure 6 presents a sample momentum balance for the 
profile data obtained with Grid 2 installed. A momentum 
balance is given along the tunnel centerline and at Z = ± 15 
cm. Also shown in Fig. 6 are the results of a streamwise 
thermal energy balance of the boundary layer profile and wall 
heat transfer data. The thermal energy balance data of Fig. 6 
are a ratio of the total convective heat generated per unit 
tunnel width upstream of any profile location to the measured 
thermal energy contained in the boundary layer at the 
location. The results shown in Fig. 6 reveal that both the 
momentum and thermal energy balances were within ap
proximately ± 5 percent of unity for all measured profiles. 
These results, which were typical of all the test cases, indicate 
that the profile data form an accurate, consistent set and that 
the test boundary layers were highly two-dimensional. 

An error analysis, following the procedures of Kline and 
McClintock [33], was conducted for a number of the 
measured or computed quantities. This analysis indicated the 
following uncertainties: Stanton numbers ± 2.5 percent, 
integral thicknesses ± 1.5 percent, location Reynolds 
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numbers ± 1 percent. The skin friction coefficients inferred 
from the "law-of-the-wall" are estimated to be accurate 
within ± 3 percent. 

Heat Transfer Measurements. Stanton number dis
tributions measured for the five free-stream turbulence levels 
are presented in Fig. 7 as a function of Rex. Also included in 
Fig. 7 are (/) the laminar boundary layer analytical solution of 
[23]. 

St Pr 2 / 3 = 0.453 Re . v - 1 / 2 [ l - (£ /x ) 3 / 4 ] - ' / 3 (4) 

for zero pressure gradient flow with a uniform convective heat 
flux wall and unheated starting length (for this plate £ = 4.3 
cm) and (if) a correlation for fully turbulent, zero pressure 
gradient boundary layer flow with uniform wall heat flux and 
low free-stream turbulence [23]. 

St P r 0 4 = 0.0307 Ker (Tw/TeY (5) 

For the low free-stream turbulence case (Grid 0) and for the 
cases with Grids 1 and 2, the measured heat transfer rates 
agreed very well with equation (4) upstream of their respective 
transition sites. Mean velocity and temperature profile data 
measured at three transverse locations at ReA. = 6 x 105 for 
the Grid 0 case confirmed that the boundary layer was 
laminar at this station and that the flow was two-dimensional 
(see [26]). From Rex = 1.8 X 106 to the downstream end of 
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the plate, the heat transfer rates measured for the Grid 0 case 
agreed within ± 2 percent of equation (5). The agreement 
between the present low turbulence heat transfer data and 
classic, well-established predictions and correlations indicates 
that the experimental techniques employed for this study were 
accurate and that the flow was well behaved. 

Examination of Fig. 7 reveals that, as expected, the location 
of boundary layer transition moved progressively upstream 
with increasing free-stream turbulence level until, for Grids 3 
and 4, the test boundary layers were apparently turbulent at 
the upstream row of wall thermocouples. 

The heat transfer data of Fig. 7 show that the free-stream 
turbulence had a negligible effect on zero-pressure gradient 
flat wall laminar boundary layer heat transfer. For fully 
turbulent boundary layer flow, however, a progressive and 
significant increase of the Stanton number was observed with 
increasing free-stream turbulence level. As an example at Rev 

= 4 x 106 for Grid 4 (nominal turbulence of 6 percent) the 
Stanton number was 18 percent greater than would be 
predicted by equation 5. 

Skin Friction and Heat Transfer Dependence on Ree. 
Figure 8 presents composite plots of the local skin friction 
coefficients and Stanton numbers determined for all five 
grids. Each skin friction coefficient or Stanton number was 
plotted as a function of the momentum thickness Reynolds 
number calculated from the profile data obtained at that 
location. Comparison of these results at equal boundary layer 
Reynolds numbers minimized the influence arising from the 
different transition locations at the various test cases. 

For the upper half of Fig. 8, skin friction coefficients 
determined for the various turbulence levels are compared to 
the well-known incompressible turbulent boundary layer skin 
friction law formulations of Coles [24] and Rotta [34]. These 
correlations, which apply for isothermal incompressible 
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turbulent boundary layer flow have been corrected for density 
variations due to wall heating using Coles' "law of 
corresponding stations" [24]. Figure 8 shows that for the low 
free-stream turbulence case, the measured skin friction 
coefficients were bracketed by the two correlations. This 
result indicates that the present Grid 0 data were in excellent 
agreement with the measurements of numerous other in
vestigators. A progressive increase of skin friction coefficient 
was observed with increasing free-stream turbulence level at a 
fixed momentum thickness Reynolds number. An analysis of 
these results will be presented in Part II of this paper. 

For the lower half of Fig. 8, the Stanton numbers for the 5 
test cases were compared with four analytical predictions for 
low free-stream turbulence, fully turbulent boundary layer 
heat transfer. These analyses assume various relationships 
between the turbulent heat and momentum transfer to predict 
a heat transfer distribution from a prescribed skin friction 
distribution. The predicted distributions of Fig. 8 were all 
calculated using the skin friction distribution inferred for the 
minimum free-stream turbulence configuration (Grid 0). As 
such, these predictions can only be compared directly with the 
heat transfer data measured for the minimum turbulence case. 
The four predictions presented in Fig. 8 are as follows: 

(/) Reynolds analogy (circa 1890) (Pr = l ,Pr , = 1) 

S, = Cf/2 (6) 

(ii) Prandtl's (circa 1928) laminar sublayer-fully turbulent 
region solution (Pr, = 1) 

S l = l + ll(^/2)(Pr-l):(Pr = 0 - 7 1 ) ( 7 ) 

(Hi) von Karman's (circa 1939) laminar sublayer-transition 
zone - fully turbulent region solution (Pr, = 1) 

C /2 
S,= ; (Pr = 0.71) (8) 

l+5VC //2rPr-l+/«('^Pr+ - )1 

(iv) Jayatelleke's (1969) solution for Pr, jt \ [35] 

S i _ Cfn (Pr = 0.7l\ 
Pr ,V2/C / + (Pr , - J P i ) VPr ,=0.9; {Q) 

where 

' . -£[(£r-][ ' -»- (-»•<)] 
(Ps is a dimensionless "extra resistance" to heat transfer in 
the sublayer resulting from the difference between the laminar 
and turbulent Prandtl numbers in that region.) 

The predictions range from the earliest model, the classic 
Reynolds analogy, to the modern solution of Jayatelleke 
(which incorporates the results of a very large number of 
experiments). The best agreement between the various 
predictions and the "no grid," minimum free-stream tur
bulence heat transfer data resulted for the Jayatelleke 
solution. The prediction from this analysis agreed within 
about 3 percent with the present data for Res > 3000. Because 
of this excellent agreement between the present results and the 
solution of Jayatelleke, it has been concluded that the present 
Grid 0 skin friction and heat transfer data are self consistent 
and form a sound data base for comparison with data taken 
for higher levels of free-stream turbulence. 

Figure 8 shows that for fixed Ree, the Stanton number 
increased systematically with increasing free-stream tur
bulence level. For example, at Re# = 4500, the Stanton 
number is approximately 16 percent greater for TNOM = 6 
percent than would be expected for low free-stream tur

bulence. Note that for Fig. 8 both the skin friction and heat 
transfer data for higher turbulence levels were roughly 
parallel to their respective low-turbulence correlation curves. 
This despite the fact that for all grids (in particular Grids 3 
and 4) the free-stream turbulence intensity decayed 
significantly with distance along the test surface (see Fig. 3). 
This result suggests that the effects of free-stream turbulence 
on turbulent boundary layers do not scale on turbulence 
intensity alone. An analysis of these data are presented in Part 
[25] of this paper. Included in Part II is an examination of the 
influences of the free-stream turbulence intensity, length 
scale, and boundary layer Reynolds number on both the skin 
friction and heat transfer. 

Conclusions 

1 The measurements of the free-stream turbulence 
properties for the various test cases indicate that the test 
section turbulence exhibited classical grid-generated 
characteristics. The test section turbulence was shown to be 
nearly homogeneous and only slightly anisotropic. 
Measurements of longitudinal integral length scale growth 
with distance along the test section were in good agreement 
with data from other investigations. 

2 Cross checks of the wall heat transfer and mean velocity 
and temperature profile data indicate that all these 
measurements were accurate, formed a self-consistent set, and 
that the test boundary layer flows were highly two-
dimensional. 

3 Skin friction and heat transfer data obtained with low 
free-stream turbulence are in excellent agreement with well-
established, two-dimensional, incompressible analytical 
solutions and/or correlations. 

4 These data indicate that free-stream turbulence has a 
significant effect (as much as a 20 percent increase for a 
nominal turbulence intensity of 6 percent) on both skin 
friction and heat transfer for fully turbulent boundary layer 
flow. An analysis of these measurements is presented in Part 
II of this paper. 
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Influence of Free-Stream 
Turbulence on Turbulent Boundary 
Layer Heat Transfer and iean 
Profile Development, Part II— 
Analysis of Results 
An experimental research program was conducted to determine the influence of 
free-stream turbulence on zero pressure gradient, fully turbulent boundary layer 
flow. In Part I of this paper, convective heat transfer coefficients, boundary layer 
mean velocity and temperature profile data, as well as wall skin friction coefficient 
distribution data were presented for five flow conditions of constant free-stream 
velocity (30 m/s) and free-stream turbulence intensities ranging from ap
proximately 1/4 to 7 percent. These data indicated that the turbulence had 
significant effects on both the turbulent boundary layer skin friction and heat 
transfer. In the current paper, these new data are compared to various independent 
experimental data and analytical correlations of free-stream turbulence effects. This 
analysis has shown that the effects documented in Part I were a function of the free-
stream turbulence intensity, the turbulence length scale, and the boundary layer 
momentum thickness Reynolds number. In addition, the Reynolds analogy factor 
(2St/cf) was shown to increase by just over 1 percent for each 1 percent increase in 

free-stream turbulence level. New correlations for the influence of free-stream 
turbulence on skin friction, heat transfer, and the Reynolds analogy factor are 
presented. 

Introduction 

The influence of highly turbulent mainstreams on boundary 
layer development is important in a number of engineering 
applications. One example is the impact of turbulence on 
convective heat transfer distributions on airfoil surfaces. In 
Part I of this paper [1] experimental heat transfer and 
boundary layer profile data obtained in a study of these ef
fects were presented. These data demonstrated that for fully 
turbulent flow, both the skin friction and heat transfer were 
substantially increased for increased levels of free-stream 
turbulence. An analysis of the data of Part I and comparisons 
of these data with the results of numerous other studies are 
presented here. 

Analyses by Bradshaw [2] and McDonald and Kreskovsky 
[3] can be formally combined to give a general expression for 
the expected effects of free-stream turbulence on turbulent 
boundary layers with low Reynolds numbers (Re„ < 5000). 

•u'e Le A(C/, St, U(y), T(y) )=f^,-j ,Re, (1) 

Equation (1) suggests that the effects of the boundary layer 
will depend not only on the free-stream turbulence intensity 
but also upon the ratio of dissipation length scale (Le) to shear 
layer thickness (5), and for low Reynolds number upon the 
boundary layer momentum thickness Reynolds number (Re(/). 
Bradshaw [2] has justified the use of the free-stream tur
bulence intensity (u'/Ue) to replace the more cumbersome 
parameter u'e/UT of equation (1). This simpler turbulence 
intensity parameter will be used for the present analysis. 

Throughout this paper, comparisons are presented between 
like quantities measured in the absence or presence of 
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significant free-stream turbulence. These comparisons will be 
made exclusively for equal Reynolds numbers based upon 
boundary layer thicknesses (Re0 and Re6), thereby minimizing 
the effects of transition location on the data. Turbulence 
effects were interpreted as being solely dependent upon local 
values of intensity and length scale, ignoring the possible 
historical influence on the streamwise decay rate of the 
turbulence. Effects on the boundary layer profiles and/or 
wall heat transfer measurements are presented as functions 
of the free-stream turbulence properties measured at 
corresponding streamwise locations. 

Particular attention has been paid during the present 
program to exploring the importance of the influence of the 
Reynolds number in equation (1). It should be noted that for 
all existing aircraft gas turbine engines, turbine airfoil 
boundary layer momentum thickness Reynolds numbers (Re„) 
are less than 5000, and for nearly all cases, less than 3000. For 
this study, test boundary layer Re,/s ranged from 1000 to 
6500. 

Measurements of the influence of free-stream turbulence on 
adiabatic turbulent boundary layer skin friction and velocity 
profile development have been obtained by numerous other 
investigators. In the present analysis, it is shown that excellent 
agreement between these earlier results and the present skin 
friction data are obtained by employing an intensity and 
length scale dependent correlation developed recently by 
Hancock [4, 5]. A modification to Hancock's correlation is 
proposed to include effects associated with low boundary 
layer Reynolds numbers. The Stanton numbers measured for 
the present program are shown to increase at a somewhat 
higher rate with increasing free-stream turbulence intensity 
than does the skin friction. The Reynolds analogy factor (2 
St/cy) is shown to linearly increase with increasing free-stream 
turbulence level. The results of this present study are shown to 
be self-consistent and, when possible, are s-hown to compare 
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well with the result of other investigators. It is anticipated that 
these measurements will provide a valuable data set for 
comparison with analytical predictions of heat transfer with 
high free-stream turbulence. 

Influence of Free-Stream Turbulence on the Velocity 
and Temperature Profiles 

Sample mean velocity and temperature profile data from 
the present program demonstrating the effect of free-stream 
turbulence are presented in Fig. 1. Each of these profiles was 
measured for Re9 s 3000 but at different free-stream tur
bulence levels. The velocity profiles of Fig. 1 all exhibited 
shapes compatible with the logarithmic zero pressure gradient 
law of the wall for 30 < Y+ < 200. (At least some of the data 
points had to fall on the log law, since cf was determined from 
a least squares force fit to the curve.) This result is in 
agreement with the data of references [4] through [9], all of 
which indicated negligible effects on the velocity profile in the 
logarithmic region. In contrast to this insensitivity in the 
logarithmic region, the velocity profiles of Fig. 1 demonstrate 
the significant capacity of the free-stream turbulence for 
depression of the boundary layer wake. A strong wake, 
approximately equal to the value predicted by Coles [10] for 
this Re„ is observed for the minimum turbulence case. At the 
other extreme, with 5.3 percent free-stream turbulence, the 
wake has nearly vanished. 

The temperature profile data of Fig. 1 were obtained with 
the velocity profiles data, and they are shown in the same 
order and format. The temperature profile data of Fig. 1 were 
not force-fitted to the "temperature law of the wall." The 
values of T+ plotted in Fig. 1 were calculated from the 
measured wall, free-stream, and profile temperatures, the 
inferred wall shear stress, and the measured heat flux. 
Because so many experimentally determined quantities are 
incorporated into the dimensionless temperature (each with 
inherent inaccuracies) some slight discrepancies can be seen in 
Fig. 1 between the level of the temperature data and the 
temperature log law (note the data for'T = 1 percent). As with 
the velocity profiles, these temperature profile data indicate 
that the influence of the free-stream turbulence was felt only 
in the wake region, the logarithmic region being left 
unaltered. The depression of the temperature wake com
ponent by the free-stream turbulence is clearly shown. While 
there is a prominent wake for T = 0.2 percent, there is no 
wake remaining for T = 5.3 percent. 

Velocity boundary layer thicknesses (5) and wake strengths 
(IT) for the present profiles were evaluated using two local 
friction law formulations from Coles [11]. 

Ue I , 5UT „ 211 
_ L =-l„—L +C+-

UT K V K 

5*Ue 

V 
-65 

l + n 

v 

(2) 

(3) 

In addition, the location of the shear layer edge (50 995) was 
determined directly from the velocity profile data. A plot of 
the ratios of these two boundary layer thicknesses as a func
tion of free-stream turbulence intensity is presented in Fig. 
2(a). The negative slope of the data of Fig. 2(a) results from a 
long outer region of very small normal velocity gradient 
which was characteristic of the profiles with high free-stream 
turbulence. References [4-7] all documented this long outer-
region "tai l" for their velocity profiles. In addition, all three 
studies reported turbulent shear stress distributions which 
extended even beyond §0.995 • These outer region charac
teristics observed for both the present and other high free-
stream turbulence flows are in marked contrast to those 
expected for low free-stream turbulence where 5, S0 and 
the edge of the turbulent shear are all practically equal. These 
outer region effects are symptoms of the interactions between 
the shear layer and the free-stream turbulence and point out 
the probable importance of careful modeling of the "wake" 
region for these flows. 

Figures 2(b) and 2(c) demonstrate the influence of the free-
stream turbulence on the boundary layer integral parameters. 
The effect of turbulence intensity on the kinematic shape 
factor (Hk) at a fixed Re0 is given in Fig. 2(b). In this plot, H0 

is determined from the shape factors measured for the lowest 
turbulence case tested (T < 1/4 percent), here designated Grid 
0. It should be noted that the kinematic shape factors 
measured in the present study for Grid 0 were about 1 percent 
larger than would have been predicted from Cole's [10] low 
turbulence correlation. Kinematic shape factor was employed 
for Fig. 2(b) in order to eliminate the influence of the wall 
heating on the density distribution and focus on changes to 
the velocity profile. Also shown in Fig. 2(b) are the 
correlations of Robertson and Holt's [12] and Green's [13] 
analysis of the data of [7]. It can be seen that for the present 
data, the decrease of the shape factor with free-stream tur
bulence agrees more closely with Green's analysis than the 
correlation of [12]. It is unclear if there is any evidence from 
the present data to support the asymptotic behavior at high 
turbulence levels suggested by the Robertson and Holt 
correlation. 

Figure 2(c) presents a comparison between the present data 
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= where u = 0.995 Ue 
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stream turbulence 
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Y + 
Fig. 1 Effects of free stream turbulence on mean velocity and tem
perature profiles for Res = 3000 

and an analysis by Green [13]. Green, using the data of [6] 
and [7], determined that the influence of the free-stream 
turbulence on the Clauser shape parameter would be 
represented by 

G = Gn (4) 

where G0 is the low free-stream turbulence equilibrium 
boundary layer Clauser shape parameter. The value G0 = 
7.0, as determined from the present Grid 0 data, was used for 
the present results (Clauser [14] suggested a value of 6.8 for 
G0). Green's analysis and the present data are substantially in 
agreement with nearly equal slopes. 

Figures 2(b) and 2(c) demonstrated that the shape of the 
measured boundary layer velocity profiles, as reflected by the 
integral parameters Hk and G, were systematically dependent 
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Fig. 2 Effects of free-stream turbulence on profile parameters 

on the free-stream turbulence intensity. The changes in profile 
shape recorded for the present data were in good agreement 
with those observed in other investigations. Detailed plots of 
the integral quantities (5*, d, G) for the various test cases are 
available in [15]. 

Influence of Free-Stream Turbulence Intensity on Skin 
Friction and Heat Transfer 

Skin friction coefficient data measured for both the present 
study and for five previous investigations are shown in Fig. 
3(a) as a function of free-stream turbulence intensity. These 
data are presented as ratios of the measured skin friction to 
values for the corresponding Ree with low free-stream tur
bulence intensity. Comparison of these results from such a 
large group of studies is complicated by the fact that differing 
experimental techniques were employed. In addition, all the 
investigations did not document the same set of test quantities 
and flow properties. Details of the interpretation techniques 
employed for these various data sets are given in Appendix A. 

The skin friction measurements (cf inferred from fits to 
"law-of-the-wall") for the present experiment fell within the 
range of results found for the other studies. Despite the ex
treme scatter evident in Fig. 3(a), the data clearly demonstrate 
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Fig. 3 Influence of free-stream turbulence intensity on.the skin fric
tion and heat transfer coefficients 

that the skin friction coefficient increased with increasing 
free-stream turbulence intensity. The data and correlations of 
Fig. 3(a) covered wide ranges of LJh and Ree. It will be 
demonstrated in a later section that the scatter of Fig. 3(a) can 
be greatly reduced by accounting for the effects of these 
secondary parameters. 

Stanton numbers measured for the present program are 
presented in Fig. 3(b) as a function of the local free-stream 
turbulence intensity. This figure presents the ratio of the 
measured Stanton numbers to the level expected for the same 
Re0 for low free-stream turbulence intensity as predicted by 
Jayatilleke (see Part I - Fig. 7). Also included in Fig. 3(6) is 
the correlation of Simonich and Bradshaw [9]. Both the 
present data and the correlation of [9] indicated that 
significantly increased heat transfer coefficients resulted from 
increased free-stream turbulence intensity. As with the skin 
friction data of Fig. 3(a), the results shown in Fig. 3(b) show 
considerable scatter when plotted as a function of free-stream 
turbulence intensity. Again, this suggests the influence of 
secondary variables such as length scale and/or Reynolds 
number. It should be noted that the data upon which the 

£ 

i 

A O D 7 

-

/ 
D . / 

JPQ 

flt<P / a i i 

1 
SYMBOL KfcY 

PRESENT DATA - GRIDS 1 

X ^ \ BRADSHAW 
' ANALYSIS 

1 

z :t 4 

/ 

/ v 9 V 

«3> 

-

1 

1.0 

eye, 
Re== CONST (INFERRED FROM LOG REGION DATA) 

Fig. 4 Changes in skin friction inferred from log-law fits and from 
depression of the wake strength 

correlation of [9] is based, show even greater scatter than the 
present results in these coordinates. 

Skin Friction Determined From Wake Data 

Bradshaw [2] has shown that for boundary layers with the 
same Uehlv differences in wall skin friction can be inferred 
from changes in the profile wake strength as follows: 

Cficj =i-Mn-n0)(i-ivv2)Vc/b72 (5) 
'Re j=CONST «• \ K / 

where cf and TI0 are the skin friction and wake strength for a 
boundary layer with the same Re6 in a low free-stream tur
bulence flow. For Fig. 4, skin friction ratios computed from 
the wake depression using equation (5) were plotted versus 
skin friction ratios determined from fits of the velocity profile 
data to the law of the wall. The near agreement of these two 
separate methods of determining changes to the skin friction 
coefficient is an indication of the self-consistency of the 
present velocity profile data. 

The Reynolds Analogy Factor 

The ratio 2 St/cj is commonly referred to as the Reynolds 
analogy factor. Figure 5 presents two separate sets of evidence 
from the present program that this factor increased with 
increasing free-stream turbulence intensity. In Fig. 5(a), the 
measured Stanton numbers and skin friction coefficients 
inferred from the fits of the velocity profile data to the law of 
the wall are shown as a function of free-stream turbulence 
intensity. Also given in Fig. 5(a) are three values of the 
Reynolds analogy factor for low free-stream turbulence 
turbulent boundary layers recommended by other sources as 
follows: (a) 1.21, Spalding [16], (b) 1.19, Simonich and 
Bradshaw [9], and (c) 1.16, Chi [17]. The Reynolds analogy 
factor is seen to increase with increasing free-stream tur
bulence level with the following expression representing the 
results within reasonable accuracy. 

2S t / C / = 1.18 + 1.37: (7) 

Simonich and Bradshaw [9], extending an earlier analysis 
by Kader and Yaglom [18], have shown that the Reynolds 
analogy factor can be determined from relative changes 
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between the wake strengths of the velocity and temperature 
profiles. Their analysis gives the following relationship: 

2S , / C / = 
K/K„ 

l+^cf/l( 
C0Ke-CK+2(n0-Il) 

(8) 

where C„ and K0 are coefficients in the "temperature law of 
the wall" 

r+ 1 

Ke 
-lnY+ +c„ (9) 

and n e is the wake strength of the temperature profile. 
Using the values inferred from the present data of IT, Ue, Cf 

and St and assumed values of K = 0.41 and C = 5.0, K0 = 
0.46 and Ce = 2.7, the left- and right-hand sides of equation 
(8) have been calculated and plotted for Fig. 5(b). Agreement 
between the present results and the analysis of Simonich and 
Bradshaw is shown to be reasonably good. It can be con
cluded from Fig. 5(b) that the "wall inferred" and "wake 
inferred" Reynolds analogy factors are self-consistent. This 
consistency in turn lends credibility to the conclusion that 
increases of the Reynolds analogy factor resulted from in
creased free-stream turbulence intensity. 

Influence of Turbulence Length Scale and Reynolds 
Number 

Bradshaw reasoned [2] that the effects of free-stream 
turbulence on boundary layers will depend not only on the 
intensity but also upon the ratio of the dissipation length scale 
(Le) to shear layer thickness (8). He suggested a particular 
form of the dissipation length scale to be used for in
terpretation of differing types of free-stream turbulence data. 
His streamwise turbulence dissipation length scale was 
defined as follows: 

L"= — ^ -

U-
„du'e

2 

dx 

(10) 

For grid generated turbulence, this dissipation scale and the 
longitudinal integral scale measured for the present program 
are related as 

L" = 1.5Af (11) 

The impact of free-stream turbulence is expected [2] to 
reach a maximum for L^/8 = 0 [1]. For cases in which this 
ratio is either significantly larger or smaller than unity, the 
effects would be expected to diminish. In addition, the 
analysis of McDonald and Kreskovsky [3] indicates that 
reduced influence of the free-stream turbulence on turbulent 
boundary layers should also be expected for low Reynolds 
number boundary layers (Re„ < 5000). As discussed in detail 
by Hancock [4, 5], all the experimental data currently 
available on this subject, including the present work, were 
conducted downstream of turbulence generating grids with 
the effective origins of the test turbulent boundary layers 
located some distance downstream of the grids. With this 
arrangement, the turbulence intensity decays while the 
boundary layer Reynolds number and the length scale of the 
turbulence grow with increasing x. Most of the experiments 
have used roughly the same experimental scale with about the 
same free-stream velocity. The resulting experimental data 
cover only a narrow range of L%/6 (data range 0.2 < Lu

e/b < 
2) while most contain potential low Re9 effects (data range 
1000 < Re„ < 6000). Because of this situation, it is difficult 
to separate the low Re„ from the length scale effects. 
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5 Influence of free-stream turbulence on the Reynolds analogy 

Hancock [4, 5] has recently conducted an experiment 
designed so that the influence of free-stream turbulence on 
skin friction could be examined for a wide range of 
dissipation length scale (L"/8). Using both his own data and 
data available from numerous other sources (as interpreted by 
himself and others), he has developed a skin friction 
correlation dependent upon both the turbulence intensity and 
dissipation length scale. The data of Fig. 3(a) (reduced using 
the present interpretation techniques which for some cases 
differ slightly from those used by Hancock) were compared to 
Hancock's correlation curve. It was observed that for all the 
high Re9 cases, Hancock's correlation provided an excellent 
representation of both the present and other data. For data 
obtained at low Re9 (some of the present data and much of the 
data of Charnay), however, observed changes in skin friction 
were considerably less than predicted by Hancock. This very 
sparse evidence, supportive of the analysis of McDonald and 
Kreskovsky, suggests that it may be necessary to include a 
"damping" term in Hancock's coordinates to compensate for 
reduced effects at lower Ree. In Fig. 6(a), the skin friction 
data of Fig. 3(a) are presented in Hancock's coordinates with 
the abscissa modified to include the empirical term 

- rio-RcflMoo J=[3e + 1] (12) 
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For the lowest Reynolds number data of Figs. 3(a) and 6(a) 
(Re<, = 700) /3 = 1.5. Beta drops rapidly to 1 with increasing 
Re„ (at Ree = 2000, 0 = 1.02), and for most of the data of 
Fig. 6(a), the effect of Re„ is insignificant. As a comparative 
measure of the fits of these data by the two correlations the 
sum of the squares of the normal point-curve distances were 
computed. Including all data points from all five sources of 
Fig. 6(a), the "squared deviation" of the data points from the 
modified correlation was 37 percent of the "squared 
deviation" from the Hancock correlation. If only data points 
for Ree < 2000 are considered, the "squared deviation" was 
28 percent of the "squared deviation" from the Hancock 
curve. Considering the fact that data from such a large 
number of experiments covering such a wide range of con
ditions are all included in Fig. 6(a), Hancock's correlation 
(modified) appears to provide a very good prediction of ef
fects of free-stream turbulence on turbulent boundary layer 
skin friction. In private communication, P. Bradshaw has 
pointed out the similarity between the "damping" term of 
equation (12) and the low Re,, mixing length factor suggested 
by Baker and Launder [19]. 

The present heat transfer data are plotted on similar 
coordinates in Fig. 6(b). For this figure, Hancock's 
correlation curve has been scaled by the slope of the Reynolds 
analogy correlation of Fig. 5(a) (ASt/St0 = 1.3 Acf/c/o). 
Unfortunately, the present data are the only available with 
sufficient information to be plotted in these coordinates. 
Limited though these experimental measurements are, the 
curve of Fig. 6(b) is probably as good a prediction of the 
effects of free-stream turbulence on turbulent boundary layer 
heat transfer as is currently available. 

Conclusions 

Based on the results documented here in [1], it is concluded 
that: 

1 The logarithmic regions of the mean velocity and tem
perature profiles were seen to be relatively unaffected by 
changes in the free-stream turbulence level. Progressively 
greater depression of the wake strengths were observed with 
increasing free-stream turbulence. 

2 Both the kinematic shape factor and Clauser shape 
parameter decreased with increasing free-stream turbulence. 
The magnitude of the measured changes agreed well with the 
results of other analyses and data. 

3 The wall shear data inferred from the log-regions of the 
present velocity profile data indicate that the skin friction 
coefficient increases with increasing free-stream turbulence 
intensity. 

4 Changes in wall skin friction were inferred from wake 
depression measurements using an analysis by Bradshaw. 
These "wake inferred" changes were shown to be consistent 
with changes inferred from fits of the velocity profile data to 
the logarithmic law-of-the wall. 

5 The measured Stanton numbers increased at a somewhat 
higher rate with increasing free-stream turbulence intensity 
than did the skin friction. The Reynolds analogy factor (2 
St/Cf) was shown to linearly increase with increasing free-
stream turbulence level. Reynolds analogy factors determined 
from both "wall inferred" measurements and from relative 
changes to the wake strengths of the mean velocity and 
temperature profiles were shown to be consistent. 

6 A skin friction correlation (from Hancock [4, 5]) 
dependent upon both the free-stream turbulence intensity and 
dissipation length scale has been modified to include effects 
associated with low Reynolds numbers. This modified 
correlation appears to provide a very good representation of 
both the present data and a large number of other sets of 
experimental measurements. A suggested modification of the 
Hancock correlation curve is given for the effects of free-
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correlations 

stream turbulence intensity, length scale, and boundary layer 
Reynolds number of the Stanton number. 

Recommendation 

Improvement of techniques for prediction of the effects of 
free-stream turbulence on turbulent heat transfer will depend 
upon expansion of the available turbulence structure data for 
these flows. In particular, it will be necessary to determine the 
impact of free-stream turbulence of the turbulent heat flux 
and turbulent Prandtl number distributions in boundary 
layers. 
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A P P E N D I X A 
Skin Friction Data 

The following interpretations were employed so that sets of 
experimental skin friction test data from both the present and 
previous studies could be compared on a common basis. 

(/) The skin friction data of the present study and the 
studies of [7] and [8] were all presented as ratios to the same 
low turbulence Cj versus Re# correlation. This low turbulence 
correlation was formed from a simple average of two in
compressible skin friction correlations from Coles [10] and 
Rotta [20]. Both of these correlations contain results from 
numerous data sources, and their average should be an ac
curate representation of the dependence of cf on Re„ with low 
mainstream turbulence. Note that the skin friction data 
obtained from the minimum free-stream turbulence test case 
for the present study (Part I - Fig. 7) fell between these two 
skin friction correlations. 

(if) For Hancock's data [4, 5], skin friction ratios were 
plotted directly from results tabulated in his thesis. Hancock 
compared his measurements to his own low free-stream 
turbulence skin friction data correlation which agreed within 
approximately 1 percent of the mean of the Coles-Rotta 
curves. 

(77/) Integral boundary layer thickness data were not 
presented by Charnay et al. [7], for these data boundary layer 
momentum thicknesses were calculated from the measured 
50 99 values using the data correlation of Robertson and Holt 
[12] for the influence of Ton 8099/6. 

(iv) The free-stream turbulence generated for the ex
periment of Huffman et al. [6] appears to have been highly 
anisotropic (see [3, 4]). For this reason, their multicomponent 
turbulence measurements at the boundary layer edge (k in 
their notation) were used to infer free-stream turbulence. 

(v) Only the streamwise component of the free-stream 
turbulence was documented for [4, 7, 8] and [9]. For 4, 7 and 
9], the free-stream turbulence appeared to have been nearly 
isotropic so T = u'/U x 100. Although the grid/contraction 
arrangement used in [8] probably resulted in highly 
anisotropic turbulence, no measurements of nonstreamwise 
components were taken. For want of more information, the 
correlation of [8] was plotted as if their turbulence was 
isotropic. (Hancock [4] presented a convincing argument that 
the results of [8] demonstrate the relatively greater importance 
of the magnitude of the normal component (v') compared to 
the streamwise component (w') of the free-stream turbulence.) 
For other presentations of interpretations of these various 
skin friction data see [2, 3,4], and [13]. 
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Heat Transfer Coefficients and 
Patterns of Fluid Flow for 
Contacting Spheres at Various 
Angles of Attack 
Wind tunnel experiments were performed to determine heat transfer coefficients 
and fluid flow patterns for two contacting spheres. The experiments were carried 
out at three different angles of attack and for Reynolds numbers in the range from 
4000 to 26,000. Three heat transfer conditions were considered: (a) both spheres 
thermally active, (b) forwardmost sphere thermally active and rearmost sphere 
adiabatic, and (c) forwardmost sphere adiabatic and rearmost sphere thermally 
active. Complementary experiments for a single sphere, encompassing the same 
parameter ranges, yielded baseline information for comparison with the two-sphere 
results. It was found that the largest effects of the sphere-to-sphere interaction on 
the heat transfer occurred when the two spheres were in line. At this orientation and 
for higher Reynolds numbers in the investigated range, there was substantial 
enhancement of the heat transfer with respect to that for the single sphere. At the 
other angles of attack, there was lesser enhancement. The visualization studies 
revealed such key fluid flow features as the reattachment of the separated flow from 
the first sphere on the second, the presence of strong recirculations, and the delay of 
separation due to pressure-driven transverse flows. 

Introduction 

In many engineering applications, a knowledge of the 
forced convection heat or mass transfer from solid spherical 
bodies or particles is required, and this has evoked extensive 
research, both experimental and analytical. The published 
research has been concerned almost exclusively either with the 
case of the single sphere or with highly populous multiparticle 
systems such as packed and fluidized beds. An extensive 
account of the transport processes relevant to single spheres is 
provided in [1], while [2] contains a review of heat transfer 
information for fluidized beds. In contrast, there is little in 
the literature on interacting spheres deployed in simple arrays, 
and the available work [3, 4] is restricted to flows with very 
low Reynolds numbers (Re < 170). 

The present research was undertaken to experimentally 
investigate the heat (mass) transfer and fluid flow charac
teristics for an interacting two-sphere system at relatively high 
Reynolds numbers (up to Re = 26,000). The work had two 
main foci. One was to determine the heat (mass) transfer 
coefficients for the individual spheres. The other was to study 
the patterns of fluid flow adjacent to the surfaces of the 
spheres. In addition, single sphere experiments were per
formed to provide baseline information against which to 
compare the results for the two-sphere system and also to 
enable comparisons with the literature. 

The system that was investigated here consisted of two 
spheres in contact. During the course of the experiments, a 
number of parameters were varied including the direction of 
the fluid flow, the Reynolds number, and the boundary 
conditions for heat (mass) transfer at the individual spheres. 
The fluid flow direction was specified in terms of the angle of 
attack, which was defined as the angle between the airflow 
vector and a reference line which interconnects the centers of 
the contacting spheres. Angles of attack of 0, 45, and 90 deg 
were employed. Among these, the 0 angle of attack 
corresponds to the case where the flow vector and the 
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reference line are colinear, and the 90 deg angle corresponds 
to a perpendicular orientation of the vector and the reference 
line. The range of the Reynolds number, based on the free 
stream velocity and the sphere diameter, extended from 4000 
to 26,000 (velocity range from 2.5 to 16 m/s). 

Three different heat (mass) transfer arrangements of the 
two-sphere system were investigated. In this regard, it may be 
noted that the actual experiments were performed for mass 
transfer by means of the naphthalene sublimation technique. 
The measured mass transfer coefficients can be transformed 
to heat transfer coefficients by using the well-established 
analogy between the two processes, as will be demonstrated 
later. Thus, the terms heat transfer and mass transfer will be 
employed interchangeably throughout the paper. 

One of the many advantages of the naphthalene technique, 
in contrast to direct heat transfer measurements, is that it 
enables easy attainment of certain standard boundary con
ditions. At the surface of a naphthalene sphere, the boundary 
condition is that of uniform concentration of naphthalene 
vapor. According to the heat/mass transfer analogy, the 
equivalent heat transfer boundary condition is uniform 
surface temperature. A solid sphere made of any substance 
which does not react with naphthalene (e.g., nylon) is a 
surface of zero mass transfer, which corresponds, via the 
analogy, to an adiabatic surface. 

A sphere which participates in the mass transfer process 
will be termed an active sphere and designated by the symbol, 
A, while a sphere which does not transfer mass will be termed 
inactive and designated by I. In these terms, the three in
vestigated mass transfer arrangements are A/A, A/I , and 
I/A. The designation A/A means that both spheres are active; 
A/I signifies that the forwardmost of the two spheres is ac
tive, while the rearmost sphere is inactive; and I/A indicates 
that the forward sphere is inactive and the rear sphere is 
active. 

For each of these three arrangements, experiments were 
performed for all the aforementioned angles of attack and 
Reynolds numbers. The single-sphere experiments were also 
carried out for the same angles and Reynolds numbers (the 
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Fig. 1 Support systems for the spheres. Upper diagram: 0 deg angle of 
attack; lower diagram: arbitrary angle of attack 

orientation of the sphere's support with respect to the flow 
direction changes with the angle of attack). 

The heat (mass) transfer results will be presented from two 
distinct viewpoints. In one, a given angle of attack is selected, 
and the transfer coefficients for the various mass transfer 
arrangements are brought together and compared. In the 
other, a given arrangement is selected, and the results for the 
various angles of attack are brought together. 

Equal emphasis will be placed on the flow visualization 
results, both for their intrinsic value and for their relationship 
to the heat (mass) transfer results. The visualization results 
will be presented via diagrams of the spherical surface on 
which are marked the zones over which various types of flow 
patterns prevail. 

Another special feature of the present investigation was the 
development of a compression forming technique for 
fabricating the naphthalene spheres. 

The Experiments 

Test Section. The experiments were performed in a low-
turbulence (0.2-0.3 percent) subsonic wind tunnel operating 
in the open-circuit mode, with air being drawn from the in
terior of the building and discharged out-of-doors. This mode 
was selected to ensure that the air delivered to the test section 
was free of naphthalene vapor. The test section had a rec
tangular cross section, 30.48-cm high by 60.96-cm wide, and 
an overall length of 243.8 cm. Auxiliary experiments using 
tufts as an indicator affirmed the parallelism of the flow. The 
air velocity in the test section was measured just upstream of 
the cross section at which the spheres were located by a 

PISTON 

Fig. 2 Molds used in the compression forming of naphthalene 
spheres 

retractable impact probe in conjunction with a wall static tap. 
Pressure signals from the probe and the tap were sensed by a 
Baratron solid-state, capacitance-type pressure meter capable 
of resolving 10 ~3 mm Hg. 

During the course of the experiments, two types of supports 
were used for the spheres. Both support arrangements were 
designed to avoid perturbation of the flow (i.e., to ap
proximate a support of zero dimensions). Pictorial views of 
the support systems have been brought together in Fig. 1. 

The support system used in the experiments at zero degree 
angle of attack is shown in the upper part of the figure. As 
seen there, the spheres are supported from the rear by a small 
diameter rod which is, in turn, supported by a structure 
suspended from the upper wall of the wind tunnel. The 
support rod was of 0.238-cm dia stainless steel (chosen for 
strength), with an exposed length of 13.33 cm for the single-
sphere case and 10.79 cm for the two-sphere case. Thus, the 
support rod diameter is only about 9 percent that of the 2.552-
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cm dia spheres into which it was threaded. At its downstream 
end, the support rod mated with a 7.62-cm long, 0.637-cm dia 
brass rod. 

The second system, pictured in the lower portion of Fig. 1, 
was designed to enable the attainment of any angle of attack 
between 0 and 90 deg. The support structure was mounted on 
a bevelled aluminum plate bolted to the floor of the wind 
tunnel. Variation of the angle of attack was accomplished by 
the so-called in-line turning-block mechanism, the design 
details of which are set forth in Fig. 2.16 of [5] and in the 
related text. Angles were set with the aid of a protractor (not 
shown). 

The support rod used in this system was also 0.238 cm in 
diameter and of stainless steel. Its exposed length was 6.9 cm 
for the single-sphere case and 4.4 cm for the two-sphere case. 
A shorter rod was used with this support system, compared 
with the first system, because there was no blockage down
stream of the spheres for angles of attack of 45 and 90 deg. In 
addition, it was desired that the sphere(s) be as far from the 
wind-tunnel side wall as possible, and this suggested a short 
support. The closest approach of the sphere to the wall was 
14.7 cm at an angle of attack of 90 deg. 

The support rods for the single-sphere experiments had a 
1.90-cm threaded length which was screwed in its entirety into 
the naphthalene sphere. For the two-sphere case, rods having 
a threaded length of 4.45 cm were used; the rod passed 
through the entirety of the rearmost sphere and penetrated 
part way through the frontmost sphere. 

As noted earlier, various mass transfer arrangements were 
employed using both mass-transfer active and mass-transfer 
inactive spheres. The latter, made of nylon and with a 
diameter of 2.54 cm, were commercially available. The 
fabrication of the mass-transfer active naphthalene spheres 
will now be described. 

Fabrication of the Naphthalene Spheres. Several techniques 
for fabricating naphthalene spheres were explored before the 
compression-forming method was selected and developed. 
The explored techniques included solidification of molten 
naphthalene in water, and casting in spherical and 
hemispherical glass-walled molds and in a spherical metal 
mold. The last of these molds was also employed to in
vestigate the possibilities of compression forming, and on the 
basis of knowledge gained therefrom, a successful com
pression-forming method was evolved. A chronicle of the 
exploratory work is available in [5]. 

A compression-forming approach for benzoic acid and 
adipic acid spheres was mentioned in [6], but without any 
description of the method. Therefore, the present method and 
related equipment had to be developed without guidance from 
the literature. 

The compression-forming method will be described 
schematically with the aid of Fig. 2. In the diagram at the left, 
the first stage of the two-stage fabrication process is 
illustrated. The equipment employed in this stage includes a 
two-part mold (parts A and B) and a rod with a contoured 
end, hereafter referred to as the piston. The hemispherical 
cavities of parts A and B mate precisely to form a spherical 

cavity. Part B contains a circular channel which penetrates the 
apex of the cavity. It is through this channel that naphthalene 
crystals are introduced into the cavity. Parts A and B are held 
together by tie rods (not shown). The lower face of the piston 
is precisely contoured with a radius equal to that of the 
spherical cavity. 

At the beginning of the forming process, the cavity is empty 
and the piston is withdrawn, leaving the channel open. 
Naphthalene crystals are then introduced into the cavity, but 
the initial charge is only part of the total charge. The piston is 
then implanted in the channel (as shown in the figure), and a 
force is applied to its exposed end with a hand press. Then, the 
piston is withdrawn, and the remainder of the charge is in
troduced. 

The piston is then reinserted and force is applied with a 
hydraulic pressure so that the contoured piston face is 
brought (approximately) flush with the surface of the 
spherical cavity. Then, the force is released, the mold parts 
are separated, and the naphthalene sphere removed from the 
mold cavity. 

The sphere produced by the first-stage forming is not quite 
perfect in that there is a slight protuberance on the portion of 
the surface where the piston pressed on the naphthalene. The 
second stage of the forming procedure was aimed at removing 
this imperfection and, thereby, at producing perfect spheres. 
The mold configuration for the second stage is shown at the 
right of Fig. 2. Mold part C is similar to part B of the first 
stage, except that it does not have a charging channel. Part A 
is the same one that was used in the first-stage mold. 

Prior to assembly of the mold for the second stage, the 
naphthalene sphere is placed in the cavity of Part A. Then, 
part C is placed atop part A, and a hydraulic pressure of 15 
kg/cm2 is applied. This pressure was found to be the proper 
value to eliminate the raised portion of the sphere and to 
redistribute the naphthalene to give a perfectly spherical 
shape. Upon release of the force, part C is removed, with the 
sphere remaining in either parts C or A. Usually, the sphere 
could be dislodged with finger pressure. If not, the release was 
accomplished by a soft blow of a rubber hammer on the rear 
face of the mold part. 

Upon completion of the forming procedure, the sphere was 
bored with drill no. 43 (2.26-mm dia) and threaded with a 4-40 
tap. Depending on whether the sphere was to be employed in a 
single-sphere setup or as the first or second element in a two-
sphere setup, the hole was bored either three-quarters or all 
the way through, along a diameter. When these operations 
were completed, the sphere was brushed to remove any loose 
powder, wrapped in plastic, and placed in an airtight con
tainer. In general, the naphthalene spheres, once formed, 
were never touched directly with the hands. 

It was found by experience that a charge of 10.25 g of 
naphthalene crystals was appropriate for the forming process. 
The diameters of numerous spheres were measured, yielding 
an average value of 25.52 mm with a maximum deviation of 
0.5 percent. 

Foregoing paragraphs convey a detailed account of the 
compression-forming process but, in the interest of a concise 
presentation, the fabrication details of the mold (e.g., 

* » - > • 

Fig. 3 Flow visualization patterns for the single sphere at various 
angles of attack 
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materials, dimensions, tolerances, bevels, reliefs, vents) have 
been omitted. These features, which are essential to the 
success of the forming process, are available in [5]. 

Experimental Procedure. To prepare for a data run, the 
wind tunnel was allowed to attain steady-steady operation 
during a suitable warm-up period. During this same time, the 
sphere(s), sealed in impermeable plastic wrap and positioned 
at the preselected angle of attack, attained thermal 
equilibrium with the air stream. The duration of this 
equilibration period was at least one hour. At the end of the 
equilibration period, the sphere(s) was weighed (with the wrap 
removed) and then returned to the wind tunnel (with the wrap 
once again in place) for an additional 15-min equilibration 
period. 

To initiate the run, the wrap was removed and a stop watch 
activated. During the run, periodic measurements were made 
of the air velocity (dynamic and static pressures) and of the air 
temperature. The duration of the run was selected to limit the 
change in the sphere diameter due to sublimation to less than 
0.0025 cm, which yielded run times in the range from 15 to 60 
min, depending on the operating conditions. To conclude the 
run, the sphere(s) was covered with the plastic wrap and 
removed from the wind tunnel to be weighed. 

There was a slight ambiguity of 5 to 10 s in the duration of a 
run due to various operations performed at the beginning and 
end of the run (e.g., removing and installing the plastic wrap, 
opening and closing the access hatch of the wind tunnel). To 
remove this ambiguity, a so-called after-run was performed 
following each data run. In this procedure, all of the steps 
subsequent to the first weighing were repeated, with the ex
ception of the sublimation period. The change of mass for the 
after-run, typically 0.3 to 0.4 mg, was used as a correction for 
the sublimation mass transfer (typically 60 mg) for the data 
run proper. 

The mass measurements were made with a Sartorius ultra-
precise electronic balance capable of being read to 10 ~5 g and 
having a capacity of 160 g. The air temperature in the wind 
tunnel was read to 0.025 °F with an ASTM-certified ther
mometer. 

Flow Visualization. The oil-lampblack technique was used 
as the visualization tool. Lampblack, a very fine black 
powder, is mixed with an oil, and the mixture is brushed on 
the surface whose characteristics are to be studied. Under the 
action of shear stresses exerted by the flow, an array of 
streaks is formed on the surface as the oil-lampblack mixture 
follows the path of the fluid particles that pass adjacent to the 
surface. In regions of low velocity, the shear stresses are small 
and the mixture will remain stationary, so that such regions 
show themselves as black streak-free zones on the surface. 

The fluidity of the mixture is critical to the attainment of a 
sharp streak pattern. Furthermore, a different fluidity is 
appropriate to various zones on the sphere to accommodate 

the different flow regimes (and their different shear stresses). 
Another consideration in the selection of the fluidity is the 
possibility that a too-fluid mixture will sag under gravity. The 
optimal fluidities were determined by a trial and error 
process. 

Naphthalene spheres were used exclusively for the 
visualization runs because the white naphthalene afforded a 
sharp contrast for the black mixture. Two approaches were 
used in the coating of the sphere(s) with the oil-lampblack 
mixture. In one, the mixture was brushed on the entire sur
face. In the other, the mixture was applied locally at selected 
positions on the surface in order to reveal the details of the 
flow pattern at those positions. 

The sharpest visualization patterns were obtained at the 
highest Reynolds number (Re ~ 26,000), and most of the 
final visualization runs were performed at that Reynolds 
number. Below about Re = 10,000, definitive visualizations 
were not obtainable due to the low shear stresses, even when 
the most-fluid nonsagging mixture was employed. 

Photographs were taken through the plexiglass walls of the 
wind tunnels, with the airflow passing over the sphere(s). 
Visual observations were also made and recorded. 

Flow Visualization Results 

As was explained earlier, oil-lampblack mixtures of dif
ferent fluidities were employed to coat various portions of the 
sphere surface in order to accommodate sharp differences in 
shear stress. It was found convenient to use these different 
mixtures one at a time. Therefore, among the photographs 
that were taken, there is none in which all the features of the 
flow field are shown. Because of this, the results of the 
visualization runs will be presented in sketches prepared using 
information from all the relevant photographs and from the 
visual observations. 

The visualization patterns for the single-sphere case are 
presented in Fig. 3 for angles of attack of 0, 45, and 90 deg 
(left to right). As can be seen in the figure, the flow pattern 
adjacent to the surface of the sphere is quite similar for all 
angles of attack. The upstream portion of the surface is 
washed by a strong forward flow, as witnessed by the clearly 
etched streak lines. The flow separates at about 81 deg 
(measured from the forward stagnation point). 

Downstream of the separation point and extending back to 
about 145 deg, there is a zone of relatively low velocities such 
that no movement of the oil-lampblack mixture could be 
detected (whence the black band shown in the sketches). In the 
rear portion of the sphere, for angles between 145 and 180 
deg, streak lines are once again in evidence. These lines are 
traces of a well-ordered backflow; i.e., a flow whose direction 
is from the rear stagnation point toward the equator. Thus, 
the separated region, which extends aft of 81 deg, is seen to 
consist of two subregions distinguished by differences in 

Fig. 4 Flow visualization pattern for the two-sphere system for the 0 
deg angle of attack 
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Fig. 5 Flow visualization pattern for the two-sphere system for the 45 
deg angle of attack 

velocity magnitude and, perhaps, by sharpness of the flow 
direction. 

The differences among the three flow patterns of Fig. 3 
occur in the neighborhood of the support rod, with the 
strongest influence being sustained at the 90 deg angle of 
attack, where there is a local delay of separation. 

Attention is now turned to the two-sphere flow patterns, 
starting with the results for the 0 deg angle of attack in Fig. 4. 
An overview of this figure reveals a rich variety of forward 
flows and backflows whose complexity far exceeds that of the 
single-sphere case (Fig. 3). To facilitate the forthcoming 
discussion, the authors' perception of the airflow pattern has 
been sketched in the figure. 

On the first sphere, the fore part of the surface is washed by 
a forward (boundary-layer-type) flow which persists to an 
angle of about 81 deg, at which point separation occurs. The 
separated mainflow bridges between the two spheres and 
reattaches to the second sphere in a band situated about 70 
deg downstream of the nose of the sphere. After reat
tachment, a boundary layer flow develops which follows the 
contour of the sphere surface until an angle of approximately 
108 deg, where it separates. The ensuing separated region has 
a two-part structure similar to that encountered in the single-
sphere case but with different angular positions for the key 
landmarks. 

The flow patterns on the aft portion of the first sphere and 
the fore portion of the second sphere are especially in
teresting, particularly because of the recirculating eddy which 
occupies the pocket between the spheres. On the first sphere, 
downstream of the separation point, there is a zone of 
sluggish flow (the wide black band extending from 81 to 133 
deg) which gives way to a stronger, well-ordered backflow 
which is driven by the aforementioned large recirculating 
eddy. A smaller, counterrotating eddy presumably occupies 
the cusp region of the pocket, as suggested by the stagnation 
band situated at 150 deg and by the zone of forward flow 
between 150 and 166 deg. Downstream of 166 deg, an ac
cumulation of the oil-lampblack mixture was observed and, in 
all likelihood, the accumulation interfered with the flow field. 

On the forwardmost portion of the second sphere (0 to 41 
deg), there were no signs of fluid motion, as witnessed by the 
quiescence of the oil-lampblack mixture. From 41 to 70 deg, 
the surface is washed by a vigorous backflow driven by the 
recirculating eddy which occupies the intersphere pocket. In 
general, the flow pattern on the second sphere suggests higher 
heat transfer coefficients then those for the first sphere or for 
a single sphere. 

The visualization for the two-sphere case with a 45-deg 
angle of attack is shown in Fig. 5. As the fluid passes over the 
first sphere, it creates a boundary layer flow on the forward 
portion which subsequently separates. The boundary layer 
flow is three dimensional and nonaxisymmetric because it is 

v 

Fig. 6 Flow visualization pattern for the two-sphere system for the 90 
deg angle of attack 

caused to move transversely by a pocket of high pressure 
generated by the stagnation which occurs at the nose of the 
second sphere. Furthermore, the thus-driven flow penetrates 
well into the rearward portions of both spheres in the region 
where the two spheres face each other, with a consequent 
delay of separation. 

Aside from the aforementioned pocket of delayed 
separation, the rearward portion of each sphere is dominated 
by a low-velocity separated region where no movement of the 
oil-lampblack mixture could be detected. At the very rear of 
each sphere, as for the single sphere, a cap-like region of 
higher velocity backflow is in evidence. Owing to the absence 
of axisymmetry, the cap is not lined up with the freestream 
velocity vector. It may also be noted that the second-sphere's 
cap is larger and less circular than that of the first sphere. This 
is believed due to the fact that the rear of the first sphere is 
washed only by its own wake, while the rear of the second 
sphere is washed by the wakes of both spheres. 

The last of the flow visualizations to be presented is that for 
the two-sphere case with a 90 deg angle of attack-Fig. 6. 
Owing to the stagnation of the flow at the contact of the 
spheres, an elevated pressure exists in that region. This 
pressure elevation drives the transverse flow that is in evidence 
just downstream of the contact. As was the case for the 45-deg 
angle of attack, the pressure-driven transverse flow is 
responsible for a localized delay of separation. A strong 
recirculating flow occupies the cusp-shaped region down
stream of the contact and washes both spheres, generating a 
cap on each sphere which is larger than any of those 
previously described. 

The flow patterns on the two spheres are the same except in 
the neighborhood of the attachment of the support rod to the 
second sphere. As noted earlier, the main effect of the support 
rod in the 90 deg orientation is a localized delay in separation. 

Heat (Mass) Transfer Results 

The procedure used to evaluate mass transfer coefficients 
from the measured data will now be briefly described, after 
which the results will be presented and discussed. 

Data Reduction. To begin the data reduction, the measured 
change of mass due to sublimation is divided by the duration 
of the data run and by the sphere surface area which par
ticipates in the mass transfer process, yielding the average 
mass flux, m. If m is then divided by the concentration dif
ference which drives the mass transfer, the average mass 
transfer coefficient, K, and Sherwood number, Sh, follow as 

K=m/{pnw-pn„), Sh = AD/3D (1) 
The quantity p,m is the naphthalene vapor density at the 

surface of the sphere. It was evaluated from the Sogin vapor 
pressure-temperature relationship [7] in conjunction with the 
perfect gas law. The freestream naphthalene vapor density 
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Table 1 Two-sphere mass transfer arrangements 
Designation 1st Sphere 2nd Sphere 

A/A 
A/I 
I/A 

300 

200 

active 
active 
inactive 

active 
inactive 
active 

100 
Sh 

80 

60 

o SINGLE SPHERE 
Q A/A^l 
A A / I T W 0 

A / x SPHERES 
O I / A J 

WHITAKER 

300 
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80 

60 

Re x 10 
Fig. 7 Mass (heat) transfer coefficients for the 0 deg angle of attack. 
Upper diagram: single sphere; lower diagram: two-sphere con
figurations 

p„„ is zero in the present experiments. In the Sherwood 
number, 3D, is the mass diffusion coefficient for naphthalene 
sublimation in air. It was evaluated from the identity 3D = 
e/Sc, where the Schmidt number for naphthalene diffusion in 
air is 2.5 [7] and v is the kinematic viscosity of air. 

The fluid flow was parameterized by the sphere Reynolds 
number, Re, given by 

Re=U00D/v (2) 

in which £/„ is the velocity of the approach flow, and D is the 
sphere diameter. 

The Sherwood number is the mass transfer counterpart of 
the Nusselt number. 
According to the analogy between heat and mass transfer 

Sh=/(Re,Sc), Nu=/(Re,Pr) (3) 

where / is the same function for both Sh and Nu. This 
assertion will be validated shortly by the data from the present 
experiments. 

Presentation of Results. The first set of results to be 
presented is for the single sphere at a 0 deg angle of attack. 
These results will be compared with available heat transfer 
information with a view toward confirming the analogy 
between heat and mass transfer and establishing the quality 
standard of the present experiments. 

The present Sherwood number data for this case are plotted 
as a function of the Reynolds number in the upper portion of 
Fig. 7, and the data show the expected increase of Sh with Re. 
Along with the data is plotted a heavy black line which 
represents the widely referenced Whitaker [8] correlation 

Nu = 2 + (0.4Re1/2 +0.06Re2/3)Pr0-4 (4) 

which has been rephrased for mass transfer as 

Sh = 2 + (0.4Re1/2 +0.06Re2/3)Sc0-4 (5) 

The Whitaker correlation is based on heat transfer data for 
air, water, and oil and thereby encompasses a range of 
Prandtl numbers which extends both below and above the 
Schmidt number ( = 2.5) for naphthalene sublimation in air. 

300 

200 

100 -

300 

- 2 0 0 
Sh 

, -3 

Fig. 8 
attack 

8 10 

Re x 10" 
Mass (heat) transfer coefficients for the 45 and 90 deg angles of 

- upper and lower graphs, respectively 

The Whitaker correlation is flanked in the figure by two 
lighter-weight lines that are displaced from it by ± 3 percent. 

Inspection of the figure reveals a remarkable level of 
agreeement between the present data and the Whitaker 
correlation. On the average, the data is about 2.4 percent 
above the correlation, with a maximum deviation of 3.6 
percent. The excellent agreement not only confirms the 
analogy between heat and mass transfer but also establishes 
the quality standard of the experiments. In view of the 
confirmation of the analogy, it may be concluded that all of 
the Sherwood number results obtained here may be regarded 
as Nusselt number results. 

The main body of the experimental results will be presented 
in two different formats. In the first, a given angle of attack is 
selected, and the sphere arrangement serves as the curve 
parameter. For the two-sphere case, the investigated 
arrangements are identified in Table 1. 

The term active indicates a naphthalene sphere which par
ticipates in the mass transfer process while the term inactive 
indicates a sphere where there is no mass transfer. In addition 
to the aforementioned three arrangements for the two-sphere 
case, results for the single sphere will also be presented. 

In the second presentation format, a sphere arrangement is 
selected, and the angle of attack serves as the curve 
parameter. 

Fixed Angle of Attack. The results for each of the three 
angles of attack are presented in the lower portion of Fig. 7 
and in Fig. 8, respectively, for the 0 angle and for the 45 and 
90 deg angles. Attention will first be turned to the zero degree 
results. 

As seen in the lower portion of Fig. 7, Sherwood number 
data for the A/A, A/I , and I/A two-sphere arrangements are 
plotted as a function of the Reynolds number. To provide 
continuity, the data are interconnected with least-squares 
straight lines. The Whitaker single-sphere equation is also 
plotted in this figure (and in all subsequent figures) as a 
reference line. The 0 deg, single-sphere data have already been 
presented in the upper portion of Fig. 7 and discussed in 
detail, thereby obviating the need for their inclusion in the 
lower portion of the figure. 

Over most of the investigated Reynolds number range, 
there is a general enhancement of the mass transfer coefficient 
for all the two-sphere arrangements relative to that for the 
single sphere. In the range of significant enhancement, there is 
a definite ordering of the results according to the mass 
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transfer arrangement of the two spheres. The highest coef
ficients occur when a mass transfer sphere is situated 
downstream of a nonparticipating sphere (i.e., the I/A case). 
The coefficients for the two active spheres1 (A/A) are the 
second highest, and those for the first-sphere active (A/I) are 
the lowest among the two-sphere cases. 

The remarkably high second-sphere mass transfer coef
ficient for the I/A case, which is about 55 percent higher than 
the single sphere value at a Reynolds number of about 25,000, 
may be attributed to the presence of the zones of reattached 
flow situated upstream and downstream of the reattachment 
of the separated flow from the first sphere (see Fig. 4). For the 
first sphere, there is no counterpart of these mass transfer 
enhancing zones, so that the case where the first sphere is 
active and the second sphere is inactive (i.e., the A/I case) has 
relatively lower transfer coefficients than the I/A case. These 
characteristics also explain why the case of two active spheres 
(A/A) is intermediate to the others. It should be noted that the 
coefficient for the A/A case is, on the average, 8.7 percent 
lower than the arithmetic mean of the A/I and I/A coef
ficients. This deviation is caused by the presence of 
naphthalene vapor in the recirculatory flow which is situated 
in the pocket between the two spheres. 

As the Reynolds number decreases, the spread between the 
various cases diminishes and, in fact, it appears that the 
ordering of the results reverses. This suggests an alternation in 
the flow pattern with decreasing Reynolds number. This issue 
was examined with the oil-lampblack technique but, as noted 
earlier, definitive visualizations could not be obtained below 
Re ~ 10,000. It was observed, however, that as the Reynolds 
number decreases, there is a reduction in the size of the highly 
enhanced region on the second sphere that lies downstream of 
the reattachment of the separated flow from the first sphere. 
In addition, the vigor of the recirculation in the pocket be
tween the spheres diminishes at lower Reynolds numbers, 
thereby reducing the velocity of the backflow which washes 
the portion of the second sphere that lies upstream of the 
reattachment. These characteristics are supportive of the 
trends in the Sherwood number data. 

The wind tunnel does not operate stably at Reynolds 
numbers below those of the figure, so that the newly emerging 
ordering of the results could not be positively established. The 
new ordering is, however, confirmed by the available low 
Reynolds number data (Re < 60) of [4], where the A/I results 
are higher than those for the I/A arrangement. 

The results for an angle of attack of 45 deg are presented in 
the upper part of Fig. 8. For the two-sphere case, the data for 
the three mass transfer arrangements cluster within 3 percent 
or less at a given Reynolds number. With decreasing Reynolds 
number, there is a tendency for even this small spread to 
diminish. 

The single-sphere data fall, on the average, about 1.8 
percent above the Whitaker line, with a maximum deviation 
of 3.1 percent. There is a general enhancement of the two-
sphere coefficients relative to those for the single sphere but to 
much smaller extent than for the 0 angle of attack. The 
enhancement is in the 9-12 percent range at the higher 
Reynolds numbers and diminishes as the Reynolds number 
decreases. It is believed that the enchancement is due to 
delayed separation in evidence in Fig. 5. 

The results for the third angle of attack, 90 deg, are 
presented in the lower part of Fig. 8. As seen there, the data 
tend to cluster, and the spread among the data for the various 
configurations diminishes as the Reynolds number decreases. 
In general, all of the data fall within 10 percent of the 
Whitaker single-sphere correlation. 

The coefficients for the single sphere lie, on the average, 

The coefficients for the A/A case correspond to an average over the two 
spheres. 
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Fig. 9 Mass (heat) transfer coefficients for the single sphere and for 
the A/A two-sphere configuration-upper and lower graphs, respec
tively 
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Fig. 10 Mass (heat) transfer coefficients for the A/I and l/A two-sphere 
configurations - upper and lower graphs, respectively 

about 6/2 percent above the Whitaker line, reflecting the 
delay of separation due to the crossflow support (Fig. 3). 
Furthermore, for the I/A configuration (active sphere at
tached to the support rod) the coefficients are in
distinguishable from those of the single sphere, suggesting 
that the fluid flow features associated with the interaction of 
the spheres do not, on the average, affect the mass transfer. 
This same conclusion emerges from the data for the A/I 
configuration, where the active sphere is outboard (away 
from the support). These coefficients are lower than those for 
the I/A configuration and differ little from the Whitaker line. 
The coefficients for the A/A configuration lie below the 
average of the I/A and A/I values, reflecting the carryover of 
naphthalene vapor between the spheres. 

Fixed Sphere Arrangement. The results will now be 
regrouped according to sphere arrangement, with the angle of 
attack serving as the curve parameter. 

The single-sphere Sherwood numbers for all three angles of 
attack have been brought together in the upper part of Fig. 9, 
where the Whitaker line is also plotted. The data for both the 
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0 and the 45 deg angles are virtually coincident and are in 
close agreement with the Whitaker line. For both of these 
cases, the support rod is located in the separated region and 
has a very small effect on the mass transfer. For the 90 deg 
case, the support rod delays the separation of the flow in its 
neighborhood, causing an increase in the transfer coefficient. 

Results for the case of two active spheres (A/A) are 
presented in the lower part of Fig. 9. The figure shows that the 
deviations between the two-sphere and single-sphere transfer 
coefficients (the latter represented by the Whitaker line) are 
greatest at the 0 angle of attack, a finding which is consistent 
with the flow visualization patterns of Figs. 3-6. In addition, 
the 0 deg results are more responsive to the Reynolds number 
than are the results for the other angles. Thus, at the higher 
Reynolds numbers, the 0-degree Sherwood numbers are the 
highest of all, while in the low Reynolds number range they 
are the lowest of all. The results for the 90 deg angle tend to 
follow the Whitaker single-sphere line quite closely. 

Attention will now be turned to Fig. 10 and to the results of 
the A/I two-sphere arrangement that are plotted in the upper 
part of the figure. Overall, the presence of an inactive sphere 
located either behind or beside a mass-transfer-active sphere is 
enhancing - but moderately and then primarily at the higher 
Reynolds numbers. The 90 deg transfer coefficients are 
virtually the same as those for the single sphere over the entire 
investigated range of Reynolds numbers, and the coefficients 
for the other angles are very close to the single-sphere values 
for Re < 10,000. 

In the lower part of the figure are the results for the I/A 
two-sphere arrangement. Here again, enhancement relative to 
the single-sphere case is in evidence, indicating that the flow 
field spawned by the forwardmost (inactive) sphere is 
beneficial for the mass transfer at the active second sphere. 
The most significant enhancement is seen to occur at the 0 deg 
angle of attack and at the higher Reynolds numbers. At lower 
Reynolds numbers, the enhancement for both the 0-and 45-
deg angles disappears due to changes in the fluid flow pattern. 
The enhancement for the 90 deg case is due to the delay of 
separation brought about by the presence of the support, and 
this enhancement, albeit moderate, persists over the entire 
investigated range of Reynolds numbers. 

Concluding Remarks 

The foregoing presentation of results has identified all of 
the main trends in the data and has, whenever possible, 
suggested rationalizations. Consideration will now be given to 
a quantitative representation of the results. 

The data presented in Figs. 7-10 appear either to lie on 
straight lines or may be well approximated by straight lines. 
This suggests a Sh, Re power-law relation: 

Sh = CRe" (6) 

Indeed, over the investigated range, the Whitaker equation (5) 
is very well represented for Sc = 2.5 

Sh = 0.589Re0558 (7) 

The C and n values specific to each of the twelve investigated 
configurations were determined via least-squares techniques 
and are listed in [5]. Here, a somewhat smaller set of C and n 
values will be presented. 

For the 0 deg angle of attack, the single-sphere results are 
well represented by equation (7). For the A/A, A/I , and I/A 
two-sphere configurations at this angle of attack, the 
corresponding n values are 0.773, 0.632, and 0.848, with 
respective C values of 0.085, 0.296, and 0.050. 

At 45 deg, equation (7) again provides a very good 
representation of the single-sphere results. The data for all 
three two-sphere cases can be represented by the single 
equation Sh = 0.376Re0-613. A single equation, Sh = 
0.632Re0556, suffices for both the single-sphere and two-
sphere results at the 90 deg angle of attack. 

In view of the analogy between heat and mass transfer, 
equation (6) can be rephrased in heat transfer terms and then 
generalized to apply to a wide range of Prandtl numbers by 
adopting the Pr0-4 dependence indicated by the Whitaker 
equation. If it is noted that (1/2.5)04 = 0.693, the trans
formed and generalized correlation equation is 

Nu = (0.693C)Pr04Re" (8) 

in which the C and n values are those of the preceding two 
paragraphs. 
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Heat Transfer and Fluid Flow 
Experiments With a Tube Fed by a 
Plenum Having Nonaligned Inlet 
and Exit 
Local turbulent heat transfer coefficients for airflow were measured in a tube 
situated downstream of a cylindrical plenum chamber in which the inflow was 
radial and the outflow was axial. Pressure drop measurements and flow 
visualization were performed to supplement the heat transfer experiments. The 
plenum length and diameter were varied systematically during the experiments, and 
the Reynolds number ranged from 10,000 to 60,000. Substantially higher Nusselt 
numbers in the tube were encountered for the present nonaligned plenum inlet I exit 
configuration than for a plenum with axially aligned inlet and exit or for an up
stream hydrodynamic development section. For a given Reynolds number, the 
Nusselt numbers corresponding to the present plenum configuration were quite 
insensitive to the investigated geometrical parameters. The thermal development 
length was found to be substantially elongated due to swirl carried into the tube 
from the plenum; the presence of the swirl was confirmed by flow visualization. The 
net pressure loss due to the presence of the plenum was about 1.75 velocity heads 
and was quite insensitive to the geometrical parameters and to the Reynolds 
number. 

Introduction 

Fluid may be delivered to the tubes of a heat exchanger via 
a wide variety of plenum chamber geometries. Frequently, the 
fluid inlet to the plenum is not aligned with the fluid exit, so 
that the flow must turn as it passes through the plenum. The 
turning of the flow may induce a swirling motion which is 
carried into the tubes. In general, the nonaligned plenum inlet 
and exit will cause the flow which is fed to the tubes to be 
three dimensional, with transverse velocity components 
superposed on the axial mainflow. Despite the clear relevance 
to heat exchanger practice, it appears that a systematic study 
of heat transfer and pressure drop in the presence of a plenum 
with nonaligned inlet and exit has not yet appeared in the open 
literature. 

In the experimental investigation to be reported here, a 
cylindrical plenum chamber is supplied with air through an 
inlet port that is transverse to the cylinder axis, so that the 
inflow is radial. The plenum exit, through which the air passes 
into a heated, instrumented tube, is axial. This configuration 
requires that the air turn as it passes through the plenum, 
thereby inducing the complex fluid flow phenomena that were 
discussed in the foregoing paragraph. 

The research program encompassed three complementary 
sets of experiments, and two apparatuses were employed for 
its execution. In the main set of experiments, local heat 
transfer coefficients were measured along the length of the 
aforementioned electrically heated tube which is fed by the 
plenum discharge. For the most part, the heat transfer data 
were processed so as to yield circumferential average coef
ficients as a function of axial position along the tube. 
However, circumferential variations were also examined to 
identify the effect of swirl and fluid flow three dimen
sionality. 

The second and third sets of experiments were devoted to 
fluid flow studies (without heat transfer). For these ex
periments, the heated test section was replaced with an 
unheated tube of identical bore diameter along which pressure 
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taps were deployed. Pressure distributions were measured 
along both the tube which supplies air to the plenum and the 
just-mentioned tube which receives the plenum discharge. 
These measurements enabled the determination of the net 
pressure loss due to the presence of the plenum, and these data 
will be presented in dimensionless form relative to the velocity 
head. 

In the third set of experiments, the objective was to 
determine the patterns of fluid flow within the plenum. For 
this purpose, the oil-lampblack technique was employed. This 
technique is very well suited for revealing the flow pattern 
adjacent to a surface, as will be demonstrated via 
photographs to be presented later. 

Geometrical parameters and airflow rate were varied 
during the course of the investigation. Two cylindrical 
plenums of different diameter were employed. Each of these 
plenums was designed to enable its axial length to be varied, 
and heat transfer data were collected for two plenum lengths 
for each. In the presentation of results, separate graphs are 
employed to portray the effects of the plenum length and 
diameter. For each of the plenum geometries for which heat 
transfer data were collected, the tube Reynolds number was 
varied from about 10,000 to 60,000. The pressure drop work 
was performed for four plenum lengths and spanned the same 
Reynolds number range as for the heat transfer. 

As noted earlier, it does not appear that there is any 
published information on the effects of nonaligned plenum 
inlet and exit configurations, thereby eliminating the 
possibility of direct literature comparisons. To establish the 
effect of nonalignment, the present data will be compared 
with data corresponding to cylindrical plenums with aligned 
axial inlet and axial exit [1]. A further quantitative com
parison is made with heat transfer results (also taken from [1]) 
for turbulent pipe flow without a plenum, where the heated 
tube is preceded by a hydrodynamic development length. 
Qualitative comparisons will be made with tube-flow heat 
transfer data in the presence of intentionally induced swirl [2, 
3]. The measured heat transfer coefficients in the far-
downstream portion of the test section tube will be compared 
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Fig. 1 Plenum chamber configuration used in the experiments 

with those of the Petukhov-Popov correlation [4] for fully 
developed heat transfer. 

The Experiments 

Plenum Chambers. A schematic diagram of the plenum 
chamber configuration that was employed in the experiments 
is presented in Fig. 1. The plenum is a cylinder of diameter, D, 
and length, (L,.+ Lj), both internal dimensions. These 
dimensions were varied parametrically, as will be described 
shortly. Air was delivered to the plenum via a hydrodynamic 
development tube oriented so that the flow is radially inward 
at the inlet cross section. The plenum exit is a circular aperture 
centered in one of the end faces. Both the hydrodynamic 
development tube and the test section tube (which mates with 
the plenum exit) have the same internal diameter, d, which 
had a fixed value throughout the experiments. 

The axial position of the plenum inlet port is specified by 
the lengths Lf and Lr, which respectively represent the 
distances between the centerline of the port and the front and 
rear faces of the plenum. Variation of Lr was accomplished 
by axial movement of the rear wall of the plenum. 

Two positions of the rear wall were employed during the 
heat transfer experiments, respectively characterized by Lr/d 
= 1 and 5. The first of these corresponds to a minimal 
clearance between the inlet port and the rear wall so that, in 
effect, the entering fluid is denied the option of spreading 
rearward. The Lr/d = 5 rear-wall position was selected to 
match the Lf/d = 5 front-wall position that was built into the 
plenum. By this positioning, the entering fluid was given the 
option of spreading rearward (as well as forward), if that were 
its inclination. Thus, for the heat transfer studies, the em
ployed variations of plenum length enabled evaluation of the 
effect of the presence or absence of an expansion space in the 
rear of the plenum, beyond the inlet port. 

For the pressure drop studies, the same two values of Lr/D 
(equal to 1 and 5) were employed along with front-zone 
lengths Lr/d of 3 and 5. The Lf/d = 3 condition was obtained 

by implanting a disk of diameter, D, and length = 2d into the 
forwardmost portion of the plenum. A hole of diameter, d, 
bored along the axis of the disk mated perfectly with the 
aperture in the front face of the plenum. With the disk in 
place, the forward-zone length available to the air was 
reduced from Lf/d = 5 to Lf/d = 3. 

The use of an inserted disk to vary Lj/d in the heat transfer 
studies was considered and rejected. This is because such a 
disk would have created a hydrodynamic development length 
(equal to 2d) upstream of the heated tube and might also have 
provided a path for extraneous heat conduction. 

Two different plenum chamber diameters were employed, 
respectively D/d = 3 and 6 (actually, 2.96 and 5.91). 

Both plenums were made of plexiglass, with the exception 
of the front face, as will be described shortly. The movable 
rear wall consisted of a disk fitted with a handle-like rod, as 
seen in Fig. 1. An air-tight seal between the plenum wall and 
the contacting edge of the disk was achieved with a pair of 0-
rings. Once moved to a desired axial position, the disk could 
be locked in place. 

The plenum inlet port consisted of a bored hole which 
passed radially through the cylindrical wall of the plenum and 
through a contoured plexiglass boss that had been affixed to 
the outside of the wall to provide added thickness. The bored 
hole was recessed in such a way that there was no discon
tinuity in the flow cross section as the hydrodynamic 
development tube mated with the plenum inlet port. 

For the pressure drop studies, the front wall of the plenum 
was a plexiglass disk with a centered aperture sized to ac
commodate the outer diameter of the pressure test section. In 
the heat transfer experiments, the plenum front wall was part 
of the defense devised to avoid extraneous heat losses. In the 
case of the smaller diameter plenum, the entire front wall 
consisted of an annular disk made of 0.043-cm (0.017-in.) 
thick fiberglass circuitboard. For the larger diameter plenum, 
the fiberglass disk was framed by a plexiglass annulus. 

The inner diameter of the fiberglass disk was made identical 
to the outer diameter of the test section tube, so that the disk 
could just slip over the tube. When assembled, the upstream 
faces of the disk and tube lay in a continuous plane. The only 
thermal path between disk and tube was through their 0.043 
cm (0.017 in.) interface. This minimal contact, taken together 
with the low conductivity of the fiberglass, created a strong 
blockage of extraneous heat conduction. Possible air leaks 
were sealed with a filet of silicone rubber applied just 
downstream of the fiberglass disk and by the use of pressure-
sensitive tape at strategic locations. 

Heated Test Section. The test section was a stainless steel 
tube with an internal diameter (after honing) of 2.362 cm 
(0.930 in.), a wall thickness of 0.089 cm (0.035 in.), and a 

Nomenclature 

CP = 
D = 

d = 

h = 

K = 

k = 
Lr = 

Lr = 

m = 

specific heat of air 
plenum chamber diameter 
diameter of test section 
and development tubes 
local circumferential-aver
age heat transfer coef
ficient 
dimensionless pressure loss 
coefficient, equation (5) 
thermal conductivity of air 
length of forward part of 
plenum 
length of rearward part of 
plenum 
mass flow rate 

Nu = local circumferential-aver
age Nusselt number, hd/k 

p = local static pressure 
p0 = reference pressure 

App = net plenum-related 
pressure loss, Fig. 2 

Qcv = convective heat transfer 
per control volume 

qx = convective heat flux 
Re = Reynolds number, 

4/w//x7rd 
Tbx = bulk temperature at x 
Twx = circumferential-average 

wall temperature at x 

Twx(8) = local circumferential 
temperature at x,8 

&Tbcv = bulk temperature rise per 
control volume 
velocity at plenum inlet 
port 
axial coordinate for test 
section 
axial coordinate for 
hydrodynamic develop
ment tube 
angular coordinate 
viscosity of air 
density of air at plenum 
inlet port 

V* = 

x = 
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heated length of about 70 diameters. Heating was ac
complished by the passage of voltage-stabilized a.c. electric 
current through the tube wall. To facilitate the heating, 
copper rings were soldered to the tube at its upstream and 
downstream ends. Current was conveyed to (or from) the 
respective rings by six rod-like copper conductors. 

The copper rods situated at the upstream end of the tube 
were each fitted with a differential thermocouple to detect 
possible extraneous heat conduction. To null out the ex
traneous conduction, a guard heating/cooling arrangement 
was devised which enabled the readings of the differential 
thermocouples to be reduced to zero. It was not thought 
necessary to use a similar arrangement at the downstream-end 
current conductors because data were not collected in that 
immediate neighborhood. 

As a further defense against extraneous losses, the test 
section tube was suspended by monofilament nylon lines 
rather than being supported by rigid structural members. In 
addition, the test section, the plenum, and a mixing box 
positioned downstream of the test section were situated within 
an insulation enclosure. The enclosure consisted of a plywood 
box whose inner walls were lined with polystyrene sheet in
sulation. Silica aerogel powder with a thermal conductivity 15 
percent less than that of air filled the core of the enclosure. 

The test section tube was instrumented with 30-gage, 
specially calibrated copper-constantan thermocouples spot 
welded to its outer surface. The thermocouples were oriented 
so that the leads lay along the expected isothermal directions. 
In the first eight diameters of the tube, thermocouples were 
installed at twelve axial stations, and each such station was 
equipped with four thermocouples affixed 90 deg apart. The 
subsequent fifteen measurement stations were each equipped 
with two thermocouples. 

Other Components and Instrumentation. To identify the 
other system components, it is convenient to follow the flow 
path of the air. The system was operated in the open-circuit 
mode, with air being supplied from a dryer-equipped 
regulated central compressor. After passing through a valve, 
regulator, and filter, the air was ducted to a settling chamber 
whose discharge was fed into the 65-diameters-long 
hydrodynamic development pipe. The settling chamber served 
to uncouple the airflow from its previous history, while the 
hydrodynamic development tube provided a well-defined 
velocity distribution at the plenum inlet. The air then passed 
through the plenum and the test section (as noted earlier, 
different test sections were used for the heat transfer and fluid 
flow experiments). At the test section exit, in the case of the 
heat transfer experiments, the air was mixed in a multiple-
baffle mixing box. In both sets of experiments, the last 
component of the flow circuit was a rotameter which 
measured the volume flow. Two rotameters, both specifically 
calibrated, were employed to cover the investigated Reynolds 
number range (10,000 to 60,000). 

The test section thermocouples have already been men
tioned. In addition, two thermocouples threaded through the 
wall of the plenum served to measure the inlet bulk tem
perature of the air. A pair of thermocouples were also 
positioned in the mixing box at the downstream end of the test 
section. All thermocouples were read and recorded by a Fluke 
2240B scanning, programmable datalogger having a 1 /*V 
resolution. 

For the pressure drop studies, the signals from the various 
taps were conveyed via plastic tubing to a selector switch, the 
output of which was sensed by a Baratron capacitance type, 
solid-state pressure meter capable of resolving 10"4Torr. 

Flow Visualization. The oil-lampblack technique was 
employed to facilitate visualization of the pattern of fluid 
flow adjacent to the walls of the plenum chamber. To enable a 

permanent record of the visualized flow patterns to be ob
tained, white, plasticized contact paper was applied to each 
portion of the plenum wall at which the flow was to be 
examined. A mixture of oil and lampblack powder, whose 
fluidity could be varied by using various oils and also by 
adding different proportions of lampblack to the oils, was 
applied to the surface of the contact paper. The mixture was 
either brushed on so that it covered a selected area of the 
surface or else was applied as a series of dots. 

Under the action of the stresses exerted by the airflow, the 
mixture moved along the surface, and by doing so it revealed 
the direction of the flow adjacent to the surface. Once the 
visualization pattern had been established, the contact paper 
was removed from the plenum wall and placed flat on a 
cardboard backing. In this way, the visualization pattern was 
available for careful study and for photography. 

Entry to the plenum chamber for installation and removal 
of the contact paper was via the movable end wall, which 
could be detached from the rest of the plenum. The in
stallation and removal procedure required that a hand be 
inserted into the plenum. This was possible only for the larger 
of the two plenum diameters (i.e., D/d = 6), so that the 
visualization studies were confined to that plenum. 

Visualization runs were attemped over the same range of 
Reynolds numbers as for the heat transfer experiments, but 
crisply defined flow pattern traces could be obtained only at 
the higher Reynolds numbers. This is because the shear 
stresses associated with the lower Reynolds number flows 
were too weak to move the oil-lampblack mixture (for these 
Reynolds numbers, the fluidity of the mixture was made as 
low as possible consistent with the avoidance of sagging). 

Data Reduction 

Heat Transfer Coefficients. The main focus of the data 
reduction was the evaluation of local heat transfer coefficients 
at each of the instrumented cross sections along the heated test 
section tube. The coefficients to be obtained are cir
cumferential average values; however, as will be demon
strated later, even the largest circumferential variations were 
modest and were confined to the first few diameters down
stream of the tube inlet. 

The ingredients needed to evaluate the local coefficients are 
the convective heat transfer rate per unit surface area, the 
inside wall temperature, and the bulk temperature - all local 
quantities. The experimental data available for the deter
mination of these quantities are the measured wall tem
peratures (on the outside of the tube) and the power input to 
the test section. It is readily shown by calculation that the 
temperature difference across the tube wall is negligible 
(actually, the same order as the resolving power of the in
strumentation). Thus, the inside wall temperatures were 
obtained from the measured outside wall temperatures. At 
any axial station, x, the wall temperature was taken as the 
average of the circumferential temperature measurements and 
will, correspondingly, be denoted as Twx. 

The procedure for determining the local heat flux and local 
bulk temperature will now be described. For the heat flux 
determination, the tube wall is subdivided into a succession of 
axial segments of length A*!, Ax2, The axial boun
daries of each segment are positioned midway between the 
neighboring temperature measurement stations. Each of these 
segments is used as a control volume for a heat balance. For 
each control volume, the following energy transfers are 
considered: 

1 Internal heat generation, which is determined by prorating 
the power input to the test section as a whole 
2 Axial heat conduction entering the control volume at its 
downstream face 
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Fig. 2 Illustration of the determination of the net plenum-related
pressure loss App' The data correspond to Old = 6, Lfld = L,ld = 5,
Re = 27,900.

3 Axial heat conduction leaving the control volume at its
upstream face
4 Heat loss from the outer cylindrical surface of the control
volume through the insulation and into the ambient air
5 Convective heat transfer from the inner cylindrical surface
of the control volume to the airflow in the tube

The axial heat conduction terms (items 2 and 3) were
evaluated from the measured wall temperatures with the aid
of a central-difference form of Fourier's law. Item 4, the
calculated heat loss though the insulation, was based on a
conduction shape factor for the insulation enclosure that had
previously been obtained from a finite difference solution.

From the foregoing, it is seen that all terms of the energy
balance except the convective heat transfer (item 5) were
evaluable from the experimental data, thereby enabling its
determination. The convective heat transfer for each control
volume was divided by the corresponding convective surface
area, yielding the heat flux, qp where x is the coordinate of
the temperature measurement station contained within the
control volume. Aside from the first two or three
measurement stations, where the net axial conduction was not
negligible, qx was essentially uniform along the test section
tube.

The determination of the bulk temperature, Tbx , at x will
now be described. For a fluid control volume which has the
same axial boundaries as the tube-wall control volume, the
bulk temperature rise of the air is

Fig. 3 Fluid flow pattern along the cylindrical wall of the plenum
which faces the inlet port

Fig. 4 Fluid flow pattern showing the presence of swirl at the plenum
exit

which was then made dimensionless via the local Nusselt
number

where Qcu is the convective heat transfer for the control
volume (already evaluated as described in the preceding
paragraph), and ri1 and cp respectively denote the mass flow
rate and the specific heat. Repetitive application of equation
(1) to the successive control volumes, starting with the
measured inlet bulk temperature, Tbi , yields the bulk tem
perature at all of the axial boundaries of the control volumes.
Then, for the axial station, x, within any given control
volume, Tbx was obtained by linear interpolation between the
bulk temperatures at the boundaries.

From the computations described in the foregoing, the local
(circumferential average) heat transfer coefficient was ob
tained from

Nu=hdlk

(1)

(2)

(3)

The thermal conductivity appearing in equation (3) was based
on the local bulk temperature.

The Nusselt number results are parameterized by the
Reynolds number defined in the conventional manner for pipe
flows

Re=4ri1lp:rrd (4)

where p., is the viscosity corresponding to the mean bulk
temperature of the air.

Plenum-Related Pressure Loss. Attention is now turned to
the net pressure loss due to the presence of the plenum, which
is illustrated in Fig. 2. Although the figure corresponds to a
specific case (Dld=6, Lf ld=L,ld=5, Re = 27,900), the
character of the pressure distribution shown there pertains to
all of the cases for which data were collected. A schematic
diagram at the upper right of the figure shows the setup for
the pressure measurements and identifies the coordinates x
and x' which respectively correspond to axial stations in the
test section tube and in the hydrodynamic development tube.
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In the main part of the figure, p versus x' for the development 
tube is plotted at the left, and p versus x for the test section is 
plotted at the right. 

The pressure distribution in the development tube is seen to 
be linear, and a linear distribution having the same slope 
exists in the downstream portion of the test section. In the 
figure, the straight lines that pass through the data are least-
squares fits. Thep versus x' line for the development tube has 
been extrapolated downstream to the plenum inlet, while thep 
versus x line for the test section has been extrapolated up
stream to the plenum exit. These extrapolations are shown as 
dashed lines in the figure. Had the plenum not been present, 
these lines would have been colinear. With the plenum in 
place, there is a vertical offset between the lines which is 
denoted by App, as illustrated in the figure. 

The quantity App is the net plenum-related pressure loss. It 
will be presented in terms of a dimensionless loss coefficient, 
K, defined as 

K=App/(Y2PV2r (5) 
The denominator of equation (5) is the velocity head 
corresponding to the density p* of the air in the tube at the 
inlet of the plenum, so that 

(pV2)* = m2/p*(Trd2/4)2 (6) 

Results and Discussion 

The presentation of results will begin with the flow 
visualization and then, in succession, goes on to heat transfer 
and pressure drop. 

Flow Visualization. Of the various flow characteristics that 
were revealed by the visualization studies, two were thought 
to be of particular interest and will be described with the aid 
of photographs. The first has to do with the issue of whether 
any significant portion of the fluid which enters the plenum 
streams into the rear part of the chamber or whether, alter
natively, the flow heads directly for the exit aperture in the 
front face and ignores the rear zone. Evidence of a very strong 
flow into the rear zone is provided by Fig. 3, for which D/d = 
6, Lf/d = Lr/d = 5, Re ~ 60,000. The region illustrated in 
the figure extends from the rear wall to the front wall of the 
plenum (the rear wall is at the left margin of the photo and the 
front wall is at the right margin) and subtends a 180 deg arc on 
the cylindrical wall which faces the incoming flow. The flow 
pattern was obtained by applying the oil-lampblack mixture 
to a 5-cm square on the plenum wall just opposite the fluid 
inlet port. 

It can be seen from the figure that after impinging on the 
wall, the air moves in all directions, but most of the flow is in 

x/d x/d 

Fig. 5 Comparison of Nusselt number distributions corresponding to 
various upstream fluid-flow geometries 

the axial direction, either backward toward the rear wall of 
the plenum or forward toward the front wall. The strong 
backflow along the wall is quite remarkable. Since this 
backflowing fluid must eventually exit the plenum through 
the aperture in its front wall, it must turn (presumably at the 
very rear of the plenum) and then become a forward flowing 
axial stream. 

The absence of a rear-zone expansion space (small Lr/d) 
eliminates the strong backflow shown in Fig. 3 and, by this, 
profoundly affects the pattern of fluid flow in the plenum. It 
would not be surprising, therefore, if the flow presented to the 
tube by the plenum were to be quite different for small L,./d 
and large Lr/d. This matter will be revisited when the heat 
transfer results are presented. 

The curling of the flow lines adjacent to the left and right 
margins of the photograph corresponds to the turning of the 
flow as it responds to the blocking action of the front and rear 
walls. Aside from the turning, strong circumferential motions 
are not in evidence. 

The presence of circumferential motions near the end walls 
suggests the possibility that fluid passing from the plenum 
into the test section may carry with it a swirl. This is con
firmed by the photograph presented in Fig. 4, which 
corresponds to D/d = 6, Lf/d = 5, L,./d = 1, Re ~ 60,000. 
The flow pattern was obtained by applying the oil-lampblack 
mixture in the form of a 180 deg arc on the front face of the 
plenum. As is evident from the figure, the flow lines 
emanating from the arc are not radial but curved, indicating 
the existence of a swirling flow near the exit of the plenum 
(i.e., at the inlet of the test section). Swirl was also observed 
for the longer plenum (Lf/d=Lr/d=5), but the flow lines 
were less sharply etched than those of Fig. 4. It may be ex
pected that the swirl will affect the heat transfer in the test 
section. 

Heat Transfer Results. The first set of heat transfer results 
to be presented is aimed at identifying the effects of the up
stream fluid-flow geometry on the local Nusselt number 
distribution for turbulent heat transfer in a tube, and Fig. 5 
has been prepared for this purpose. The figure consists of two 
graphs, respectively for Re = 10,700 and Re = 50,000. In 
each graph, the local Nusselt number is plotted as a function 
of the dimensionless axial coordinate x/d. 

As illustrated schematically in the right-hand graph, the 
results for three different configurations are compared. The 
solid line corresponds to the present nonaligned inlet/exit 
plenum configuration, and the short-dashed lines are for a 
plenum with axially aligned inlet and exit. The third line (long 
dashes) depicts the results for a very short plenum so that, in 
effect, they correspond to the case of heat transfer in a tube 
preceded by an unheated hydrodynamic development section 
of the same diameter. Both comparison cases were taken from 
[1]. Although all of the results of Fig. 5 are experimental, the 
data points have been omitted to obtain greater clarity (the 
actual data for the present experiments will be reported in 
Figs. 6 and 7). 

The present results shown in Fig. 5 are for D/d = 3, Lf/d 
= 5, L,./d = 1, while those for the aligned inlet-exit con
figuration are for the same D/d and for a plenum length equal 
to 5d (the closest length-diameter ratio available for the 
comparison). Although the plotted results pertain to the 
aforementioned geometrical parameters, it is important to 
note that graphs which are both qualitatively and quan
titatively similar to Fig. 5 would be obtained if the results for 
the other investigated geometrical parameters had been 
plotted. 

Inspection of Fig. 5 shows that there is a definite ordering 
of the local Nusselt numbers with upstream fluid-flow 
geometry. Those for the nonaligned plenum inlet/exit are the 
highest, followed by those for the aligned plenum inlet/exit. 
The lowest Nusselt numbers are those for the no-plenum case. 
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Fig. 6 Nusselt number distributions showing the effect of the size of 
the plenum rear-zone expansion space Lrld, Re = 10,700 and 15,200 
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Fig. 7 Nusselt number distributions showing the effect of the size of 
the plenum rear-zone expansion space Lrld, Re = 24,400, 39,300, and 
59,000 

As is to be expected, the greatest spread among the three sets 
of results occurs in the immediate neighborhood of the inlet, 
with decreasing deviations with increasing downstream 

distance. At x/d = 2.5, the overall spread in the results is 
about 35 percent. By x/d = 10, the overall spread has 
dropped to just below 5 percent for Re = 10,700 but is still 
slightly in excess of 15 percent for Re = 50,000. Even at x/d 
= 30, there is still a 10 percent enhancement in evidence for 
the latter Reynolds number. 

The just-discussed ordering of the curves in Fig. 5 is 
consistent with physical expectation. In particular, the 
nonaligned plenum inlet/exit yields a more agitated flow, 
supplemented by swirl, than do the other configurations. The 
aligned plenum inlet/exit presents a non-fully-developed flow 
to the test section, thereby giving rise to higher coefficients 
than does the already developed flow. 

Attention will now be turned to a detailed presentation of 
the Nusselt number results. The presentation will be made in 
two distinct formats - the first aimed at identifying the effect 
of the plenum rear-zone expansion space Lr/d, and the second 
at identifying the effect of plenum diameter D/d. 

In Figs. 6 and 7, the local Nusselt number data are plotted 
as a function of x/d for five Reynolds numbers between 
10,700 and 59,000, with the two lower Re presented in Fig. 6 
and the three upper Re in Fig. 7. Each of these figures shows 
results for D/d = 3 and 6 on respective axes that are displaced 
both vertically and horizontally, so that the D/d = 3 data are 
referred to the left ordinate and lower abscissa while the D/d 
= 6 data are referred to the right ordinate and upper abscissa. 

The main concern of these figures is with the size of the 
plenum rear-zone expansion space, and data for Lr/d = 1 
and Lr/d = 5, respectively denoted by circle and square 
symbols, are plotted to examine this matter. Inspection of 
Figs. 6 and 7 reveals a remarkable insensitivity of the results 
to Lr/d in the range investigated. The greatest deviations in 
the Nusselt numbers for the two Lr/d are in the 3-4 percent 
range, and these tend more to occur at the higher Re values. 
The insensitivity to Lr/d is in evidence for both D/d = 3 and 
6, with the results for the latter being virtually independent of 
Lr/d. This finding is remarkable in light of the expectations 
discussed in connection with the flow visualization. It may, 
perhaps, be due to a washing out of various specifics of the 
plenum flow field when the fluid is caused to sharply contract 
as it exits the plenum and enters the test section. 

There are various other aspects of Figs. 6 and 7 which are 
worthy of discussion. The respective Nusselt number 
distributions display what appears to be a classical 
developmental pattern, starting with very high values at the 
inlet and decreasing monotonically with increasing down
stream distance. The absence of evidence of flow separation 
at the sharp-edged inlet may, at first thought, seem somewhat 
surprising. However, in other experiments at Minnesota, 
unrelated to the present work, it was found that the separated 
flow reattaches upstream of x/d = 1. Since x/d = 1 is the 
first measurement station in the present apparatus, the 
possible flow separation could not be detected. 

Another point worthy of mention is the persistence of a 
slow dropoff of the distributions in the far downstream 
portion of the tube. Indeed, fully developed conditions appear 
not to have been attained even at x/d = 58, the last 
measurement station. This behavior is believed due to the 
swirl which was carried into the test section tube from the 
plenum. 

In this regard, the literature was examined and 
corroborating information encountered. Blum and Oliver [2] 
also obtained heat transfer coefficients which continued to 
drop off beyond the tube length at which fully developed 
turbulent heat transfer coefficients are normally obtained. In 
their investigation, swirl was generated by tangential injection 
of air near the entrance of a heated tube. By extrapolating the 
measured axial distributions of the heat transfer coefficient 
beyond the region of measurement, they estimated that about 
100 diameters (from the inlet) would be required to obtain 
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Fig. 8 Nusselt number distributions showing the effect of the plenum 
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Fig. 9 Nusselt number distributions showing the effect of the plenum 
diameter Did, Re = 24,400, 39,300 and 59,000 

fully developed conditions at Re = 50,000. For a Reynolds 
number of approximately 7000, a 75-diameter estimate was 
made. The elongated development length for swirl-flow heat 
transfer was confirmed by Hay and West [3]. They found that 
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Fig. 10 Circumferential wall temperature distributions showing the 
largest variations encountered in all of the investigated cases 

the heat transfer coefficients at 18 diameters from the pipe 
inlet (their last measuring station) were continuing the 
decrease that marks the thermal entrance region. 

The data of Figs. 6 and 7 affirm the expected increase of the 
Nusselt number with Reynolds number at all axial stations. 
The Nusselt numbers at the downstream end of the tube will 
shortly be compared to literature correlations for fully 
developed heat transfer conditions. 

Although Figs. 6 and 7 indicate a qualitatively similar 
behavior of the results for D/d = 3 and 6, these figures do not 
lend themselves to a quantitative comparison of the effect of 
D/d. To facilitate such a quantitative comparison, Figs. 8 and 
9 have been prepared. Figures 8 and 9 are similar in structure 
to Figs. 6 and 7, but with the difference that results for dif
ferent D/d are compared for a given Lr/d (Figs. 6 and 7, 
results for different Lr/d are compared for a given D/d). 
Figure 8 conveys results for Re = 10,700 and 15,200, while 
results for Re = 24,400, 39,300, and 59,000 are presented in 
Fig. 9. In each figure, the results for Lr/d = 1 and 5 are 
plotted on displaced axes to preserve clarity. The data points 
have been omitted from these figures because the actual data 
have already been presented in Figs. 6 and 7. 

Examination of Figs. 8 and 9 shows that the effect of D/d is 
modest. For the most part, the spread between the curves for 
the two D/d values is no more than 4 percent, and there is 
only one case (Lr/d = 1, Re = 24,400) where a 6 percent 
spread is encountered. It appears that plenums with a smaller 
rear-zone expansion space (i.e., smaller Lr/d) are slightly 
more sensitive to D/d than are plenums with a larger ex
pansion space. 

When taken together, Figs. 6-9 indicate a general in-
sensitivity of the local Nusselt number results to the plenum 
geometrical parameters that were investigated. Thus, the 
results presented here are of a universal character. 
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Table 1 Pressure loss coefficient K 

D/d 
Lj/d Lr/d 3 6 

~~~1 I U 3 : \M 
3 5 1.86 1.73 
5 1 1.68 1.79 
5 5 1.75 1.66 

Although thermally developed conditions were not strictly 
attained in the far downstream portion of the tube, it is 
evident from the foregoing figures that fully developed 
Nusselt numbers were being approached. In this regard, it is 
interesting to compare the measured coefficients at the last 
axial station (x/d = 58) with the well-established Petukhov-
Popov equation [4] for fully developed heat transfer. The 
comparison shows that the present data deviate by no more 
than 6 percent from the Petukhov-Popov equation, which is 
its purported accuracy. 

As a final matter in the presentation of the heat transfer 
results, brief consideration will be given to the circumferential 
variations induced by the nonaligned plenum inlet and exit. 
The nonalignment causes circumferential nonuniformities in 
the velocity entering the test section. 

A presentation of the extreme circumferential variations 
encountered in all of the investigated cases is shown in Fig. 10. 
This figure contains a succession of graphs, each for a given 
x/d ranging from 0.5 to 3.5. In each graph, the measured 
circumferential wall-temperature distribution is plotted as a 
function of the angle, 6. The temperature distribution is 
presented in dimensionless form, with (Twx(6)-Tbx) as the 
numerator and (tKX - Tbx) as the denominator. For purposes 
of orientation, 6 values between 180 and 360 deg are on the 
side of the tube opposite the plenum inlet port, while angles 
between 0 and 180 deg are on the same side as the inlet port. 
The results shown in Fig. 10 are for D/d = 6, Lj/d = 5, Lr/d 
= 1, and Re = 59,000. 

From Fig. 10, it is seen that the circumferential temperature 
distribution is nearly sinusoidal, with a maximum at 6 = 90 
deg and a minimum at 6 = 270 deg. Since the flow entering 
the tube is expected to be concentrated on the side opposite the 
plenum inlet port, the temperature minimum at 8 = 270 deg is 
altogether reasonable, as is the maximum at 6 = 90 deg. 

The amplitude of the variation (relative to the mean) is 
about 10 percent at the first two measurement stations, 
whereafter it decreases such that at x/d ~ 3.5 temperature 
uniformity is nearly established. It should be emphasized that 
these are the largest amplitudes that were encountered. Thus, 
it can be concluded that circumferential variations are 
moderate and do not merit special consideration for most 
applications. 

Plenum-Related Pressure Losses. The net plenum-related 
pressure loss, App, was illustrated in Fig. 2, and its dimen
sionless counterpart, K, was defined in equation (5). For a 
fixed plenum geometry, K was found to be relatively in
sensitive to the Reynolds number, with typical variations 
being ± 3 percent about the mean. This behavior indicates 
that inertial losses dominate over friction losses. 

The mean value of K for each of the investigated 
geometrical configurations is listed in Table 1. The range of A' 
is seen to be markedly narrow - between 1.66 and 1.86 - a n d 
there are no consistent trends with the geometrical 
parameters. An overall average is 1.75, and this value may be 
suitable for most design purposes. In round numbers, the 
mean K value for the present nonaligned plenum inlet/exit 
configuration exceeds that for an axially aligned inlet/exit 
configuration [1] by about one. 

The accuracy of the K values was assessed using a realistic 
estimate of ± 3 percent as the uncertainty in the fully 
developed pressure gradient in the test section tube. The 
corresponding uncertainty in A" is ± 1.2 to 2 percent 
depending on the Reynolds number. 

Concluding Remarks 

The present investigation appears to be the first systematic 
experimental study of the effect of a nonaligned plenum 
inlet/exit configuration on the turbulent heat transfer 
characteristics of a tube fed by the plenum. Pressure drop 
measurements and flow visualization were performed to 
supplement the heat transfer experiments. The plenum used in 
the experiments was a cylinder with a radial inlet and an axial 
exit. 

The flow visualization showed that when there is an ex
pansion space in the plenum to the rear of the inlet port, the 
entering fluid tends to stream into that space before turning 
and heading toward the exit in the front face of the plenum. 
The presence of swirl in the flow entering the test section tube 
was also confirmed by the visualization. 

The perturbed, nonaxisymmetric flow induced in the 
plenum by the nonaligned inlet and exit gives rise to enhanced 
heat transfer in the test section. Enhancement was identified 
by comparisons with results for a tube fed either by a plenum 
with axially aligned inlet and exit or by an unheated 
hydrodynamic development tube having a diameter equal to 
that of the test section. The extent of the enhancement is 
greater at higher Reynolds numbers. 

The distributions of the local Nusselt number along the 
length of the test section at a given Reynolds number was 
found to be quite insensitive to the investigated geometrical 
parameters - the size of the plenum rear-zone expansion space 
and the plenum diameter. The distribution curves did not 
show evidence of flow separation at the inlet, but separation 
might have occurred upstream of the first measurement 
station (x/d = 1). A slow dropoff of the curves persisted even 
in the far downstream portion of the tube. The elongated 
thermal development length is due to the swirl that was 
carried into the test section from the plenum. The Nusselt 
numbers at the last measurement station agreed well with 
those from the Petukhov-Popov equation. 

Circumferential temperature variations induced by the 
nonaxisymmetric flow entering the test section tube were 
moderate and were confined to the immediate neighborhood 
of the inlet. 

The net pressure loss induced by the plenum, non-
dimensionalized by the velocity head, was relatively in
sensitive to both the Reynolds number and the geometrical 
parameters. The mean value of the pressure loss is 1.75 
velocity heads. 
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Heat Transfer From the Heated 
Convex Wall of a Return Bend 
With Rectangular Cross Section 
An experimental investigation has been performed to clarify the turbulent heat 
transfer characteristics along the heated convex wall of a return bend which has a 
rectangular cross section with large aspect ratio for various heights of the duct. The 
experiments are carried out under the condition that the convex wall is heated at 
constant heat flux while the concave wall is insulated. Water is used as the working 
fluid with duct heights of 15, 40, 60 and 80 mm, Reynolds numbers of8x 103 to 8 
x 104, and Prandtl numbers ranging from 6.5 to 8.5. The mean and the local heat 
transfer coefficients are always smaller than those for the straight parallel plates 
and straight ducts. Both the local and the mean heat transfer coefficients decrease 
as the duct height increases. Near the outlet region of the return bend the local heat 
transfer coefficient increases in the flow direction as the height decreases. Behavior 
is just the opposite at the inlet. Correlation equations for the mean and the local 
Nusselt numbers are determined in the range of parameters covered. 

Introduction 

A number of investigations on heat transfer in curved ducts 
with rectangular cross sections have been carried out, because 
of their wide application. The bulk of the previous work oh 
the turbulent heat transfer in curved ducts with rectangular 
cross section seems to have been directed toward experimental 
investigation, though the laminar heat transfer investigations 
have been mainly analytical [1, 2]. Representative con
tributions to the heat transfer literature in the turbulent region 
may be found in the works by Kreith [3], Uchida and Koizumi 
[4] and Mayle et al. [5]. Kreith [3] investigated analytically the 
turbulent heat transfer from the convex and concave walls of 
the rectangular cross-sectional curved duct, when the fluid 
flow is hydrodynamically and thermally fully developed, for 
the Reynolds numbers ranging from 104 to 106 with the 
Prandtl numbers varied from 10 ~2 to 102. He also completed 
measurements using water and alcohol as test fluid. Uchida 
and Koizumi [4] treated the same problem finding mean heat 
transfer coefficients, both numerically and experimentally. 
Mayle et al. [5] measured local turbulent heat transfer 
characteristics along the convex and concave walls, respec
tively, of the 7r/2 [rad] curved duct utilizing air as the working 
fluid. In spite of these studies, however, it appears that the 
turbulent local heat transfer characteristics in the thermal 
boundary layer along the heated convex wall of a return bend 
with rectangular cross section and large aspect ratio, W/c, are 
not well understood, particularly as concerns the effects of 
duct height and radius of curvature. 

In the present study, the effects of duct height, radius of 
curvature, velocity of fluid, and Prandtl number on the local 
heat transfer from the convex wall, in the thermal entrance 
region, are determined. 

Experimental Apparatus and Procedure 

Experimental Apparatus. The schematic diagram of the 
apparatus is presented in Fig. 1. The apparatus consists of a 
test section, a system of thermometric measuring instruments, 
an entrance duct with rectangular cross section made of lucite 
(400 mm in width), a contracted duct, a heat exchanger, a 
storage tank, a controlling valve, an orifice meter, and a 
centrifugal pump. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
2,1981. 

The convex wall forms a hydrodynamically smooth 
cylindrical surface with a radius of curvature of 121 mm. 
Thirty copper strips (2 mm in thickness and rolled to 121 mm 
in radius) are arranged in three columns across the width of 
the convex wall and in ten rows across the streamwise 
direction, as shown in Fig. 2. The copper strips are thermally 
isolated from each other with a low thermal conductivity filler 
and firmly contact with mica heaters, as shown in Fig. 2. The 
convex wall is heated using ten main mica heaters. Guard 
heaters are mounted underneath the main heaters, spaced with 
a bakelite plate of 2-mm thickness, to prevent heat loss from 
the main heaters to the environment. In order to insure 
thermal two-dimensionality along the convex wall, guard 
heaters are arrayed on both sides of the main heaters, as 
shown in Fig. 2, using Nichrome belts (0.14 mm in thickness 
and 0.8 mm in width) as the heating material. The heaters are 
electrically isolated so that the electrical power input could be 
related directly to the local heat transfer. 

Seventy Chromel-Alumel thermocouples (0.1 mm in 
diameter) are soldered into small holes drilled in the copper 
strips from the underside, to measure the surface tem
perature. Moreover, 140 similar thermocouples are buried on 
the both sides of the bakelite plate to monitor the guard heater 
requirements. 

The concave wall is covered with insulation and has the 
structure which can be changed to vary the duct height. A 
thermocouple probe and Pitot tube with traversing device are 
installed upstream of 200 mm before the inlet. 

Experimental Procedure. The flow of water is provided by 
the centrifugal pump at a flow rate measured with the orifice 
meter. The water enters the test section as the fully developed 
turbulent flow through the contracted duct with an entrance 
duct 4 m in length. The convex wall is heated at constant heat 
flux from 0 = 0 to 7T [rad], where 6 is angle of advance of 
convex wall in the flow direction. After heating in the test 
section, the water is cooled in a heat exchanger to gain the 
proper inlet temperature. All measurements of heat transfer 
are carried out after the test section has reached a thermally 
steady state, which takes 6 to 8 hrs. The flow rate is changed 
with the controlling valve. 

The heat loss from the main heaters to the environment or 
the excess guard heater input to the main heaters is ascer
tained to be less than 5 percent, respectively, from the result 
of the preliminary experiment. 
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Results and Discussion 

Velocity Profile of Inflow and Definition of Local Nusselt 
Number. Since the fluid has passed through a long entrance 
duct, it is fully developed in the inlet of the return bend. The 
velocity profile just before the inlet was measured with a Pitot 
tube. It was observed that at every Reynolds number the 
velocity profile approximates the 1/n-power law (n — 8.5). 

The representative temperature is the inlet temperature of 
the bend, Tin. All the physical properties in the present study 
are determined based on this temperature. The local Nusselt 
number, Nu, is also based on Th, as follows: 

Nu = /7«(2c)/X = <M2c)/(\(7 '-7 , , .„)) (1) 
Local Nusselt Number Distribution. The distribution of 

local Nusselt number is presented in Fig. 3 for four duct 
heights (c= 15, 40, 60, 80 mm) and various Reynolds num
bers. At the inlet of the return bend, Nu decreases with in
creasing x, yielding the typical characteristic of a thermal 
entrance region. 

The local distribution of (Nu/Nu), that is, the ratio of the 
local Nusselt number to the mean Nusselt number, 
Nu ( = /)«(2c)/X), where h is mean heat transfer coefficient 
defined in equation (2), is presented in Fig. 4 
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momentum thickness 
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Subscripts 
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diameter 
bend inlet 
condition in which equation 
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condition of hydrodynam-
ically and thermaly fully 
developed straight flow 
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h = (l/icR0)\5*ohdx (2) 

The curves in Fig. 4 show that the distributions of the heat 
transfer coefficients for various duct heights are weakly in
fluenced by the variation of Reynolds number. This seems to 
imply that the local heat transfer coefficient is characterized 
more predominantly by the duct height rather than the 
Reynolds number. 

Comparison of Heat Transfer Characteristics between Flow 
along Convex Wall and Straight Flow. In Fig. 6, the present 
measurements are compared with experimental and analytical 
findings for hydrodynamically fully developed flow through a 
straight duct or parallel plates in the thermal entrance region. 
In Fig. 5, the abscissa, the distance, is normalized by the 
hydraulic diameter of duct and the ordinate is 
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Fig. 4 Nu/Nu distribution 

(Nu)rff/(Nu0o)rff) where (Nu)rf ( = h'de/\) is local Nusselt 
number based on de, and ( N i O ^ is Nusselt number for 
thermally and hydrodynamically fully developed flow 
through a straight duct. (Nu„) d is due to Deissler's equation 
[6] in the present work. The Deissler equation is 

(Nu„)w 
0.0396Re2J5Pr 

l + 1.7Pr~1/4Rerf0125(Pr-l) 
(Pr>0.5) (3) 

The present experimental results show that the local heat 
transfer rate in the turbulent flow along the heated convex 
wall of the return bend is greatly influenced by the variation 
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of duct height. As the duct height is reduced, (Nu/Nu„)d 
increases for all values of x/de\ particularly near the outlet 
region of the return bend. The values of (Nu/Nu„,)rf from 
the present study are almost always less than those for a 
straight duct [7] and parallel plates [8]; the latter involving 
one surface heated at constant heat flux while the other is 
adiabatic. An exception is observed near the outlet region of 
the return bend with the duct height of 15 mm (C/RQ = 
0.123). However, it should be noted that the local heat 
transfer coefficient along the heated convex wall of a return 
bend tends to approach to that along the wall of a straight 
duct or parallel plates as duct height is decreased and can 
become greater if the duct height is small enough, e.g., the 
present data for c/R0 of 0.123 in the range of {x/de) from 
about 11 to 12.5 in Fig. 5. 

The analytical result by Kreith [3] and the experimental one 
by Mayle et al. [5] indicate that the heat transfer coefficient 
along the convex wall is generally less than that along the flat 
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Fig. 7 Relation between mean heat transfer rate and mean velocity 

plate. This agrees with present findings, although the effect of 
the height-variation is not dealt with in the earlier studies. 
According to the work by So and Mellor [9], both the wall 
shear stresses on the convex wall and the Reynolds stresses 
near the wall are always less than those on and near the flat 
plate, respectively, in the turbulent boundary layer. Thereby it 
is quite reasonable that the diffusivity for heat near the 
convex wall is less than that near the flat plate. Centrifugal 
force causes the reduction of wall shear stresses on the convex 
wall and, thereby, the reduction of heat transfer coefficient. 
In the outlet of the return bend, however, the direction of the 
passage turns suddenly at an angle of 7r [rad] with that in the 
inlet. Therefore, the centrifugal force is alleviated, which 
contributes to the rise of the heat transfer coefficient in the 
outlet region of the convex wall observed in Fig. 5. According 
to the work by Ellis and Joubert [10], flow in a curved duct 
tends to approach that in the straight duct having the same 
duct height and aspect ratio as c/R decreases. They also show 
that the flow developes sooner as c/R is decreased. This 
suggests that the eddy diffusivity for heat in the outlet region 
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along the convex wall will be influenced significantly by the 
variation of duct height. 

Heat Transfer Characteristics in Inlet and Outlet Regions. 
The rate of increase of (NuY)df / ( N u „ ) d in the flow 
direction, K, which is defined in equation (4), 

K = K(ex,e2) = (Nux)d / ( N u . ) , , L= s , 

- ( N i l , ) , / ( N i l . ) w I, 

I. ((NuJrfe 

( 0 , < 0 2 . o < 

e=e,)/(Nu„) r f 

(4) 

(Nu,)rf(? 

, e2 £ x) 
is illustrated in Fig. 6. In the inlet region along the convex 
wall, the value of K is always negative, characteristic of 
thermal entrance region, and also decreases monotonically 
with an increase in c/R0. On the other hand, in the outlet 
region if (c/R0) < 0.5, dispositive while if (c/R0) > 0.5,A'is 
negative, exhibiting significantly different phenomenon from 
the inlet region. 

Characteristic of Mean Nusselt Number. In Fig. 7, h>RQ/X 
is plotted against u»RQ/v. Since R0 is constant, Fig. 7 shows 
that as the duct height is reduced, the mean heat transfer rate 
is increased for fluid velocity. It can be observed that the 
mean heat transfer rate for c/R0 = 0.123 is about 1.65 times 
as large as that for c/R0 = 0.658, for the same flow velocity 
in Fig. 7. 

Cheng et al. [1] solved the laminar heat transfer problem in 
curved square channels in the thermal entrance region 
numerically and introduced the relation between the asymp
totic Nusselt number and Dean number, adopting Prandtl 
number as a parameter. However, in the turbulent region the 
mean Nusselt number of a return bend cannot be expressed by 
only the Dean number and the Prandtl number. The Dean 

number is a quotient of the geometrical mean of centrifugal 
force and inertia force divided by viscous shear force and 
cannot express the effect of virtual turbulent shear stress 
owing to eddy viscosity. Therefore, introducing Reynolds 
number correctively in addition to Dean number arid Prandtl 
number, it appears that the mean Nusselt number, Nu,may be 
described by equation (5), which is also illustrated in Fig. 8. 
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(8 x 10 3 <Re<8 x 104, 6 .5<Pr<8.5) (5) 

Correlation Equation of Local Nusselt Number. The local 
heat transfer coefficient on the convex wall, h, can be written 
as the implicit function as follows 

h = <i>(x,c,R,fc, u,u*,ii,p, \cp) (6) 

where fc is centrifugal force per unit volume; u* ,• friction 
velocity; and fx, viscosity; respectively. In general, the wall 
shear stress, TW, or friction velocity, u*, on the convex wall 
must be treated as an unknown. However, So and Mellor [9] 
measured velocity distributions in the turbulent boundary 
layers on the convex wall in detail, utilizing air as a testing 
fluid, and found that there exists a layer corresponding to the 
buffer-layer in the turbulent boundary layer on the flat plate 
in which the following logarithmic law holds 

« + =5.61og 1 0 3 ' + +4.9 (7) 

According to the work by Klebanoff [11] the value of shear 
stress in the buffer-layer when y + is small enough, is ap
proximately equal to that in the viscous sublayer. Therefore, 
the physical meaning of equation (6) can still be maintained 
sufficiently if (du/dy) L is taken in place of u* in equation (6). 
Performing dimensional analysis in terms of equation (6) 
yields the following correlation equation: 

Nu = 763.834 Re2546-De-2-8l4«F1072.Pr0-402 

( 0 ^ X/TTR0^ l , 6 . 5 < P r < 8 . 5 , 8 x 10 3<Re<10 4) (8) 

which is also illustrated in Fig. 9. Fis the Richardson number, 
defined as follows 

F=2(u/R)/ (du/dy) L (9) 

Equation (8) is in good agreement with the present data in Fig. 
9, except near the outlet region of the return bend having a 
relatively small duct height. As the duct height decreases, Nu 
tends to deviate upward from equation (8) with an increase in 
x (corresponding to decrease in x + ). Moreover, in Fig. 9 it can 
be observed that the points which coincide with the values of 
Nu near the terminus of curvature in the outlet of the return 
bend for each duct height form a nearly straight line parallel 
to equation (8). 

Concluding Remarks 

Experimental results were obtained for heat transfer from 
the convex wall of a return bend having a rectangular cross 
section and a large aspect ratio. The following major con
cluding remarks may be drawn in the range of parameters 
covered. 

1 Both the mean and the local heat transfer coefficients are 
almost always smaller than those for the straight parallel 
plates and straight ducts. 

2 The mean heat transfer coefficient decreases as the duct 
height increases. 

3 Equation (5) provides a satisfactory correlation for the 
mean Nusselt number. 

4 Near the inlet of the return bend, increasing the duct 
height causes local heat transfer coefficient to decrease more 
rapidly in the flow direction. 

5 Near the outlet of the return bend, if c/R0 < 0.5, the 
local heat transfer coefficient increases in the flow direction, 
while if c/R0 < 0.5, the opposite trend is observed. 

6 Equation (8) provides a satisfactory correlation for the 
local Nusselt number. 

Nu = 763.834 Re2-546-De-2-814.F1072.Pra402 
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Radiative Heat Transfer in Fibrous 
Insulations—Part I: Analytical 
Study. 
The purpose of this work is to develop models for predicting the radiant heat flux in 
lightweight fibrous insulations (L WFI). The radiative transport process is modeled 
by the two-flux solution and the linear anisotropic scattering solution of the 
equation of transfer. The radiative properties of LWFI consistent with these 
solutions have been determined based on extinction of electromagnetic radiation by 
the fibers. Their dependence on the physical characteristics of fibrous insulations 
has been investigated. It has been found that the radiant heat flux can be minimized 
by making the mean radius of the fibers close to that which yields the maximum 
extinction coefficient. The results obtained in this study are useful to those con
cerned with the design and application of L WFI. 

Introduction 

Heat transfer in lightweight fibrous insulations (LWFI) has 
been a subject of fundamental importance due to its wide 
application in many engineering systems. The current U.S. 
energy situation has caused an unprecedented increased usage 
of fibrous materials as insulating media. Many new homes are 
currently built with walls and attics insulated by LWFI and 
old structures are retrofitted with them. The increase in usage 
has given further impetus to the research in this area. A better 
understanding of the heat transfer characteristics of fibrous 
insulations is essential. Because of its widespread usage, a 
slight improvement of the insulating effectiveness would 
amount to substantial savings both in terms of total cost and 
overall energy consumption. 

In a two-dimensional slot filled with fibrous insulations and 
air, thermal energy could be transferred by thermal radiation, 
conduction, and natural convection. The relative importance 
of the different modes of heat transfer depends on the 
operating conditions as well as the properties of the in
sulation. For example, it has been found that under moderate 
temperatures (300-400 K), air conduction and thermal 
radiation are the two dominant modes of heat transfer in 
LWFI [1-3]. In situations where the modified Rayleigh 
number (a measure of the buoyancy force to the resistance to 
flow) is large enough, natural convection may also become a 
factor in the overall heat transfer process [4]. Although the 
mechanisms of heat transfer in fibrous insulations are 
generally well understood, quantitative computations are 
often severely limited due to the lack of theories describing 
certain heat transfer phenomena and/or the unavailability of 
some of the heat transfer properties of the insulations. 

This work is concerned with the prediction of the radiant 
heat transfer in LWFI. Contrary to many people's belief that 
thermal radiation is only important at high temperatures, 
studies have shown that it could account for as much as 30 
percent of the total heat transfer in LWFI even at moderate 
temperatures [1-3]. A number of articles have appeared on 
radiative heat transfer in fibrous insulations and a brief 
review of the various transfer models has been given by Tong 
and Tien [5]. It can be summarized that there are basically two 
approaches in calculating the radiant heat flux. The first is to 
employ a radiative conductivity and model radiation as a 
conductive process. The second is to consider the equation of 
transfer governing the intensity of radiation in an absorbing 

and scattering medium. The first method is widely used 
because it is mathematically simple. The radiative con
ductivities that have been derived, however, contain a 
parameter which needs to be determined experimentally [5], 
This could be undesirable because the parameter not only 
depends on the inherent property of the fiber material, such as 
its chemical composition, but also on the physical structure of 
the insulation, such as the volume fraction and the fiber size. 
Whenever the volume fraction and/or the fiber size are 
changed, the experiment for determining the parameter must 
be repeated even though the fiber material used has not been 
altered. The second method requires solutions to the equation 
of transfer as well as the radiative properties consistent with 
the solutions. It is the objective of this paper to develop 
models for predicting the radiant heat transfer in LWFI by 
constructing approximate solutions to the equation of 
transfer. The two-flux and linear anisotropic scattering (LAS) 
models are employed. The radiative properties compatible 
with these models are determined from consideration of 
extinction of electromagnetic radiation by the fibers. The 
effects of chemical compositions and fiber sizes are studied by 
performing calculations for two different types of fiberglass 
insulations and various fiber size distributions. 

Radiative Transport Theory 

For a homogeneous planar system with uniform boundary 
conditions, the radiative heat transfer is one-dimensional and 
the intensity of radiation is governed by the equation of 
transfer which takes the form 

di\(y,H,<t>) . 
V- K7. = - ( f f « x -dy 

• ° A ) ' A O ' » ^ 0 ) + < W 6 X ( 7 ) 

+ °,A. A(0'-0)ix(^'.*')rfO' (1) 

with 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
5, 1982. PaperNo. 81-HT-42. 

/Z = COS0 

In equation (1), aa and as are the absorption and scattering 
coefficients, respectively, / is the intensity, y the coordinate, d 
the polar angle, $ the azimuthal angle, ib the blackbody in
tensity, 7" the temperature, / the scattering phase function, 0 
the solid angle, and subscript A and superscript ' denote 
spectral quantity and in-coming, respectively. It is implicitly 
assumed in equation (1) that the participating medium is 
isotropic, otherwise as and aa would be a function of 
direction. In reality, even insulations with randomly oriented 
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fibers are not truly isotropic; but in view of the great sim-
plication of the problem, the isotropy approximation is 
assumed to be applicable. The one-dimensional energy 
equation in the absence of heat generation and convection is 

k-
cPJXy) 

dy2 J oo 

o °a> 
hx(T)d\ 

ix(y,ix' ,<t>')dQ'd\ (2) 

where k is the thermal conductivity. Because the purpose of 
this work is to develop models for predicting radiative heat 
transfer in LWFI, it is assumed that the conductive mode of 
heat transfer does not exist. Cases where conduction and 
radiation are both contributing to the total heat transfer may 
be treated by superposition as a first-order approximation [6]. 
Hence, dropping the conduction term in equation (2) yields 

J
oo /> oo p 

Oa\ib\(T)d\=\ oaA ix{y,n',(t>')dQ'dX (3) 
which is the condition for radiative equilibrium. Assuming the 
boundaries are diffuse, the boundary conditions can be 
written as 

i^y = L) = Bu/-K 

(4a) 

(4b) 

where B is the surface radiosity, L the insulation thickness, 
and 1 and 2 denote surfaces 1 and 2, respectively. 

Equations (1) and (3) are coupled through ibK (T) and have 
to be solved simultaneously. Due to the spectral dependency 
of the radiative properties and the complex mathematical 
nature of the equation of transfer, analytical solutions are 
difficult to obtain. Very often, analytically well-based ap
proximate solutions are more desirable from an engineering 
point of view. In this work, two approximate solutions are 
considered, namely, the two-flux and LAS models. The 
radiative properties are assumed gray in both models. As will 
be shown later, the radiative properties of the two types of 
fiberglass insulations considered do exhibit some gray 
characteristics, and since many insulations are made from 
fiberglass, the gray approximation is adopted. 

Two-Flux Model. The two-flux model represents the 
intensity of radiation in the forward and backward directions 
by two different but isotropic components. This empirical 
assumption raises the question of determining the radiative 
properties which best represent the true properties [7]. The 
two-flux model employed here is derived on the basis that the 

radiative properties are kept consistent with those in the 
equation of transfer. Introducing the two-flux and gray 
approximations, equations (1) and (3) reduce to 

dq'< 

dr 

dr 

= -P(q" ) 

= - /3 (< r -<7 + ) 

(5a) 

(5b) 

Here, q+ and q~ are the radiant heat flux in the forward and 
backward directions, respectively, the optical depth, T, is 
defined as 

dr=aedy (6) 

The following substitutions have also been used in arriving at 
equation (5) 

ae = as + aa (1) 

P = (l-o> + 2ab) (8) 

« = - ^ (9) 

a=jy(0'- Q)dQ' (10) 

Equations (7), (9), and (10) define the extinction coefficient, 
the single scattering albedo, and the back-scattered fraction 
factor, respectively. In equation (10), o stands for the 
backward hemisphere. Notice that subscript X has been 
dropped from equation (5) on. The solutions for q+ and q~ 
can be obtained by first decoupling equations (5a) and (5b), 
then integrating the decoupled equations. The integration 
constants are determined by applying the boundary con
ditions (equation (4)). The final result for the net radiant heat 
flux is 

qT = q+-q- = (Bx-B2)/(\+pT0) (11) 

where subscript T is introduced to distinguish that the result is 
derived from the two-flux model and r0 is the optical 
thickness (aeL). 

Linear Anisotropic Scattering Model. The LAS model 
originates from simplification introduced to the scattering 
phase function for spherical particles. Hence, in a strict sense, 
the LAS model is only valid for media composed of spherical 
particles, but because of its ability to simplify the integral 
term in equation (1) it would be desirable if it could be used 
for studying radiative heat transfer in media containing 
cylindrical fibers. This is possible if the scattering charac-

N o m e n c l a t u r e 

a = coefficients 
ax = angular distribution 

coefficient 
A = function as defined in 

equation (20) 
b = coefficients or back-

scattered fraction factor 
B = surface radiosity 
/ = scattering phase function 

/„ = volume fraction of fibers 
/(/•) = normalized size distribution 

G = function as defined in 
equation (16) 

/' = intensity of radiation 
k = thermal conductivity 
L = insulation thickness 
q = radiant heat flux 

QoQs = absorption and scattering 
efficiencies, respectively 

r 
r 
T 
y 
a 
0 
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V 

e 
h 
X 
n-
k 
a 
h 

= 
= 
= 
= 
= 
— 

= 

= 
= 
= 
= 
= 
= 
= 
= 

radius of fibers 
mean fiber radius 
temperature 
coordinate 
size parameter 
function as defined in 
equation (8) 
function as defined in 
equation (14) 
angle, as shown in Fig. 1 
polar angle 
scattering angle for a sphere 
wavelength 
COS0 
angle, as shown in Fig. 1 
standard deviation 
extinction, absorption and 
scattering coefficients, 
respectively 

-r,T0, = 

d> = 
CO = 

n = 

Superscript 
+ , - = 

' = 

Subscripts 
1,2 = 

b = 
L = 

T = 

optical depth and optical 
thickness, respectively 
azimuthal angle 
single scattering albedo 
solid angle 

:s 
forward and backward 
directions, respectively 
in-coming 

surfaces 1 and 2, respec
tively 
blackbody 
linear anisotropic scattering 
model 
two-flux model 
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Fig. 1 Scattering by a cylindrical fiber 

teristics of the cylindrical fibers can be approximated by some 
equivalent spheres based on some prescribed criteria. This will 
be discussed in more detail later. 

The LAS phase function for an isotropic, homogeneous 
and perfectly spherical particle is [8] 

/ ( f i ' - f i ) = (l+a,cos0o)/47r (12) 

where ax is the angular distribution coefficient characterizing 
forward-backward scattering and 80 is the scattering angle. 
Combination of equations (1), (3), and (12) will result in two 
coupled integral equations governing the irradiance and the 
radiant heat flux. Analytical closed-form solutions for these 
integral equations have been obtained by Dayan and Tien [8] 
using the method of kernel substitution. The result for the 
radiant heat flux is 

qL = (B]-B2)/(l+yT0) (13) 

where L stands for LAS model and 

73(3-wf l , ) /4 (14) 
It is seen that qT and qL are very similar in form and they can 
be computed once the radiative properties are determined. 

Radiative Properties 

The radiative properties required in the two-flux model are 
<7j, aa, and b, and the same properties (except b is replaced by 
a{) are required in the LAS model. The derivations for the 
spectral quantities of as, aa and, b have been given in a 
previous paper [5], They were derived based on the extinction 
of radiation by a cylindrical fiber, then averaged over the 
incidence angle and the fiber size distribution. The expression 
for ftx was determined as [5]' 

f 2 Gdr) 
2 r » Jo 
- ; f(r)dr 
•K J o • J : 

(15) 

Qsd-o 

where 

sinn -
G = Yd (bo\b„i + bolbnl + ao2dn2 + do2an2) 

oo oo 

X/ D [(b„ibmi +an2dm2) 
n = 1 m = 1 

sin(n — w) £ 

(n — m) 

sin(« + m)£ 

(n + m) 
1 2 . f sin(^ 
J I +("nl«ml +b„2bm2)\ — 

T L (n 

(n-m)£ 

(n — m) 

sin(« + m)£ 

(n + m) 

1 3-* 
(16) 

In these equations, ?? and £ are the angles shown in Fig. l , / ( r ) 
is the normalized radius distribution, a. the size parameter 
(a = 2irr/\) and Qs the scattering efficiency. The bars denote 
the complex conjugates of the respective coefficients. The 
coefficients a, b, and Qs are functions of t\, a and the complex 
refractive index of the fibers. To conserve space, their ex
pressions will not be given here and the readers are referred to 
the publications by Lind and Greenberg [9] and Kerker [10], 
As mentioned before, the application of the LAS model to 
fibrous media is based on approximating the scattering 
characteristics of the fibers by some equivalent spheres. This 
is accomplished by assuming the equivalent spheres to have 
the same fraction of backward scatter as the fibers. Hence, 
when equation (12) is integrated with respect to the backward 
hemisphere, averaged over the fiber size distribution and 
equated to bx, the following expression is obtained 

a l x = 2 ( l - 2 6 x ) (17) 

Note that subscript A is added in equation (17), since it is the 
spectral value that is being examined at the moment. The 
scattering and absorption coefficients are [5] 

TT 

4/„ 
v2A 

4/„ 
K2A 

ST 
J o J o 

Qsrf(r)drd7, 

JT& 
J 0 J O 

rf(r)drd-i) 

(18) 

(19) 

where /„ is the volume fraction of the fibers, Qa the ab
sorption efficiency which has the same functional variables as 
Q, [9,10] and 

A •i: r
2f(r)dr (20) 

It should be pointed out that most fibrous insulations contain 
phenolic resins which act as binders to hold the fibers 
together. The above radiative properties were, however, 
derived assuming the fibers existed alone. The resins could 
have some effects on the radiative properties such as altering 
the effective complex refractive index and the geometry of the 
fibers. These effects are uncertain at the present time and they 
will be investigated in the future. 

Results and Discussions2 

The information required to compute bx, alx, asX and croX 

from equations (15), (17), (18), and (19), respectively, are the 
complex refractive index, the size distribution, and the 
volume fraction of the fibers. The computations have been 
carried out for two types of fibrous insulations. Both are 
assumed to be composed of fibers made from silica based 

A brief description of the derivation of b^ is given in the Appendix. 
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Fig. 2 Scattering and absorption properties of the silicate fibrous 
insulation with a Gaussian distribution of i'= 2.5 j<m, u = 1 ^m 

WAVELENGTH, i ( i i m ) 

Fig. 3 Scattering and absorption properties of the pure silica fibrous 
insulation with a Gaussian distribution of f= 2.5 ;im, a = 1 ̂ m 
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Fig. 4 Back-scattered fraction factor of fiberglass insulation with a 
Gaussian distribution of r = 2.5 jim and <; = 1 ;im 

glass, but with different chemical compositions so that its 
effect can be studied. Various size distributions are also 
assumed in each fiberglass insulation in order to investigate 
the fiber size dependency. 

The two types of glass that have been considered are silicate 
glass and pure silica glass. HsiehandSu [11] have reported the 
complex refractive index for a silicate glass with weight 
compositions: Si02 (73.5 percent), Na20 (21.3 percent), CaO 
(5.2 percent). The values given are for a wavelength range of 
0.32-206.6 /im. The complex refractive index for the pure 
silica glass in the 7-26 /tin range can be found in a report by 

Table 1 Wavelength-averaged radiative properties for 
silicate fibrous insulations 

Size distribution as/fu{m ' ) "a If vim ) 

r = f= 2.5 /on 

f=2.5 ftm, a= 1/trn 

r = 2.5 /urn, <J = 2 /im 

r=r=5/im 

r = 5/tm, cr= 1/im 

f=5jxm, cr = 2fim 

2.378 X105 

2.125x10s 

1.756x10s 

1.373 x10 s 

1.337 x10 s 

1.196x10s 

1.517x10s 

1.375 x10 s 

1.104 x10 s 

8.478 xlO 4 

8.193 XlO4 

7.629X104 

0.328 

0.351 

0.363 

0.272 

0.304 

0.318 

Table 2 Wavelength-averaged radiative properties for pure 
silica fibrous insulations 

Size distribution oslf„(m ) aa/L(m ) 
r = f= 2.5 /an 

f=2.5 /im, a= 1 /im 

/r=2.5 /im, o = 2jim 

r=r = 5/tm 

f=$jxm, a= l^m 

f=5fim, <r=2fim 

2.513x10s 

2.281 x 10s 

1.850 x10 s 

1.380x10s 

1.336x10s 

1.223 x 10s 

1.205 x10 s 

1.089 x10 s 

8.691 xlO4 

6.257 xlO 4 

6.139X104 

5.704 x 104 

0.331 

0.360 

0.379 

0.330 

0.347 

0.353 

Champtier and Friese [12] and those below 7 /an are given by 
Malitson [13]. They are used, along with some assumed fiber 
size distribtuions, to calculate the radiative properties. Some 
representative results are shown in Figs. 2-4. They are for 
fibers with a Gaussian distribution of mean radius, f, equals 
2.5 /xm and standard derivation, a, equals 1 /Am. The results 
for the silicate fibrous insulation are from 4 to 30 /an. This 
spectral range covers at least 90 percent of the blackbody 
emissive power for temperatures between 350 K and 500 K. 
The results for the pure silica fibrous insulation are, however, 
only obtained up to 26 /tm (the 4-26 fim range covers over 86 
percent of the blackbody emissive power for the same tem
peratures), because the complex refractive index is not 
available beyond this wavelength [12]. Since CTSX

 a n d oa\
 a r e 

proportional to / „ , they are presented as as^/fv and aa\/fv In 
general, ciX//„ is greater than aa^lfv, except at some small 
regions where the reverse is true. At the short wavelength 
region, aaX/fv is comparatively smaller. This is because the 
imaginary part of the complex refractive index, which ac
counts for the absorption of radiation, is smaller. Since a i x is 
linearly related to bx, only results for bx are presented. Figure 
4 shows the fibers scatter predominantly in the forward 
direction. It is difficult to compare quantitatively the spectral 
results as presented in the figures. But since the results 
oscillate as a function of wavelength, it would be more 
convenient to assume the radiative properties are gray and 
compare some averaged values. In this work, the wavelength-
averaged (arithmetic mean) values are compared. It should be 
noted that the arithmetic means are different from those 
obtained by weighting by another function. Just to demon
strate the difference, consider the silicate fibrous insulation 
with / r=2.5 /mi, c = l /im and a temperature of 350 K. The 
mean values, when the spectral blackbody emissive power is 
used as the weighting function, are: as/fv = 1.987 x 10s 

m " \ a„/fv = 1.200 xlO4 m" 1 , b = 0.299. They differ by 
less than 15 percent from those given in Table 1. 

Shown in Tables 1 and 2, respectively, are the wavelength-
averaged results for the silicate and pure silica fibrous in
sulations of various size distributions. The size distributions 
considered are: (/) uniform; (//') Gaussian with a = 1 /on; {Hi) 
Gaussian with a = 2 /xm. For each size distribution, results 
have been obtained for r equals 2.5 and 5 /im. Most LWFI 
available commercially have a mean radius somewhere 
between these two values. It is clear that as far as <rs/fu and 
<7„//„ are concerned, doubling the mean radius has a far 
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Fig. 7 Wavelength-averaged back-scattered fraction factor 

greater influence than keeping the mean radius fixed and 
varying the standard deviation. Some values decrease almost 
by half when ris changed from 2.5-5 /«n. For b, the effects of 
changing the mean radius and the standard deviation are 
comparable. It should be noted that the radiative heat flux has 
a weaker dependence on b than on as and aa. Thus, for the 
kind of magnitude change involved, the variation in b due to a 
change in r or a is of lesser importance. The effect of different 

i r 
TWO-FLUX MODEL 

J L 
0 1 2 3 4 5 

RADIUS, r[iim) 

Fig. 8 Radiative heat transfer for silicate fibrous insulations with 
L = 0.05 m 

TWO-FLUX MODEL 

LAS MODEL 

RADIUS, r(um) 

Fig. 9 Radiative heat transfer for pure silica fibrous insulations with 
L = 0.05 m 

chemical compositions is also demonstrated in Tables 1 and 2. 
While the properties for the silicate fibrous insulation and the 
pure silica fibrous insulation are not the same, the difference 
is not nearly as large as that caused by doubling the mean 
radius. 

In light of the above discussions, the influence of the mean 
radius is analyzed in more detail. Because the effect of the 
type of size distribution is comparatively smaller, only 
uniform distribution will be considered from this point on 
(i.e., r = f). The calculations for the radiative properties have 
been repeated for different r and the wavelength-averaged 
results are shown in Figs. 5-7. In Figs. 5 and 6, the scattering 
coefficients (here it means scattering coefficient//,,) drops off 
much faster than the absorption coefficient when r—0. This is 
because in the small fiber limit, Qs, is proportional to the 
fourth power of r, and Qa is only proportional to the first 
power [10]. The scattering coefficient is greater than the 
absorption coefficient for larger radii, and both decrease as r 
increases. The extinction coefficients go through a peak at 
r= 1.6 jxm and 1.4 /mi for the silicate and pure silica fibrous 
insulations, respectively. The back-scattered fraction factors 
as shown in Fig. 7 start off at almost equal amounts of for
ward and backward scattering when r is small. As r gets 
larger, the scattering becomes forward preferential. The trend 
is similar to those presented by Larkin and Churchill for 
scattering of radiation by a single fiber [14]. 

To demonstrate the usefulness of the results presented so 
far, the wavelength-averaged radiative properties are used 
with the two-flux and LAS models to calculate the radiant 
heat flux. Figures 8 and 9 show how the dimensionless radiant 
heat flux changes with r and/„ . It is clear that the radiant heat 
flux goes through a minimum right around where the ex
tinction coefficient is maximum (compare to Figs. 5 and 6). 
This is important because for a given/„ (or equivalently, for a 
given insulation density), the insulating value can be 
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maximized by making the mean fiber radius close to that 
which gives the maximum extinction coefficient. It should be 
noted that the mean radius which yields the minimum radiant 
heat flux does not correspond exactly with the one that has the 
maximum extinction coefficient. This is because the radiant 
heat flux depends on b (or «j) and co as well and they do not 
necessarily have the optimum values at the same mean radius. 
For the conditions considered, the LAS model gives a 15-30 
percent higher prediction than the two-flux model. The 
physical thickness of LWFI under typical operating con
ditions is of the order of several centimeters. Thus, for 
/ „ > 0.005, the optical thickness falls in the optically thick 
region. From equations (11), (13), (18), and (19), it is seen that 
the radiant heat flux is approximately proportional to the 
inverse of/„ in the optically thick limit. Indeed, as shown in 
the figures, the radiant heat flux is roughly decreased by half 
when/„ is doubled. This means that thermal radiation can be 
reduced by increasing the insulation density. However, the 
design of insulations must take into account the economic 
factor, as a denser insulation would cost more to manufac
ture, and also fiber-to-fiber conduction heat transfer will 
become appreciable when/„ reaches approximately 0.03 [2]. 
Therefore, increasing the insulation density may not always 
be the most desirable method to reduce radiative heat trans
fer. Comparison of the results in Figs. 8 and 9 indicates that 
there is only a few percent difference between the two types of 
fiberglass insulations. This suggests that the chemical com
position will have little affect on the radiative heat transfer 
result as long as the fibers are made from silica based glass. 

Conclusions 

The radiative heat transfer in LWFI has been modeled by 
two gray transfer models. They are the two-flux and LAS 
models. The radiative properties needed in these transfer 
models have been determined by considering the extinction of 
radiation by the fibers. The radiant heat flux and the radiative 
properties are found to be calculable once the physical 
characteristics of the fibrous bed such as the complex 
refractive index, size, and volume fraction of the fibers are 
known. This allows the influence of each of these properties 
to be studied independently. 

Results obtained for silicate fiberglass insulations and pure 
silica fiberglass insulations show that the mean radius of the 
fibers has a more pronounced effect than the type of size 
distribution and the chemical composition of the fibers. For a 
given insulation density, the radiant heat flux can be 
minimized by making the mean radius close to that which 
yields the maximum extinction coefficient. The radiant heat 
flux is found to be approximately proportional to the inverse 
of the volume fraction of the fibers. It is also found that the 
LAS model gives a higher prediction of the radiant heat flux 
than the two-flux model. 
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A P P E N D I X 

Derivation for bx 

The expression for the scattered intensity from a single 
filter, <j(£,r/), has been given in the literature [5,10]. The 
scattered intensity averaged over all incidence is 

/ ,({) = - [ " is(t,l)dri (Al) 
IT Jo 

A scattering phase function based on is (£) can be defined as 

M)= (A2) 

J4ir 

Combining equations (A2) and (10) gives 

j IsMdQ 
bx= (A3) 

f ls(t;)dQ 
J 4 T 

To perform the integrations in equation (A3), we envision the 
fiber being encompassed by a sufficiently large sphere so that 
dQ = sinpdvdt;, where £ is the angle shown in Fig. 1, and v is 
the angle between the fiber axis and the center line of dQ. 
Thus, equation (A3) becomes 

i
37r/2 [ 1 i _ 

ls(£)smvdvd£ 
ir/2 Jo 

6X = (A4) 

!
2TT p 7T 

js{£)smvdvd£ 
o Jo 

When the integrations in equations (Al) and (A4) are per
formed analytically and the resultant expression for bx is 
averaged over the size distribution, one obtains equation (15). 
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Radiative Heat Transfer in Fibrous 
Insulations—Part II: Experimental 
Study 
Two experiments have been conducted to study radiative heat transfer in light
weight fibrous insulations (LWFI). The spectral extinction coefficients for a 
commercial LWFI have been measured via transmission measurements, and a 
guarded hot plate apparatus has been used to measure the radiant heat flux as well 
as the total heat flux in the insulation. The experimental results are compared with 
the theoretical values calculated according to the analytical models presented in 
Part I of this paper. The comparisons reveal that the analytical models are useful in 
giving representative values for the radiative properties of typical L WFI. However, 
only qualitative agreements have been obtained for the heat transfer results. 

Introduction 
In Part I of this paper [1], analytical models were developed 

for predicting the radiant heat flux in lightweight fibrous 
insulations (LWFI). The radiative heat transfer was modeled 
by the two-flux and linear anisotropic scattering (LAS) 
models. The radiative properties consistent with these models 
were also determined. One important feature of the analytical 
models was that the radiative properties, and thus the radiant 
heat flux, could be calculated once the physical characteristics 
(complex refractive index, size distribution, and volume 
fraction of fibers) were known. As the second part of paper, 
two experiments designed to test the validity and accuracy of 
the analytical models are described and the results are 
presented. A transmission experiment and a guarded hot plate 
experiment have been conducted to measure the extinction 
coefficient and the heat transfer, respectively, in a com
mercial LWFI. The experimental results are compared to the 
values obtained from the analytical models. 

The transmission experiment has been used by Love and 
Saboonchi [2] for measuring extinction coefficients of 
fiberglass insulations. This involves measuring the trans
mission of a beam of radiation through a sample and 
deducing the extinction coefficient from Beer's law 

»"x(0) 
" f feXL (1) 

The symbols in equation (1) have the same definitions as in 
Part I of this paper [1] (also see nomenclature). The quantity 
on the left-hand side is the ratio of the intensities after and 
before the beam of radiation has passed through the sample. 
It physically corresponds to the transmission, and once it is 
measured for a specified L, ae>, can be determined. 

Various specifications have evolved in the course of 
developing standard methods for measuring the heat flow in 
insulations. Specifications such as the C177 (guarded hot 
plate method) and the C518 (heat flow meter method) have 
been established by the American Society for Testing and 
Materials [3]. These specifications are for steady-state 
measurement of one-dimensional heat transfer. The guarded 
hot plate method measures the heat flow through insulations 
installed between hot and cold plates. Usually, the hot plate is 
electrically heated and the cold plate is water cooled. Heat 
transfer is determined via measurement of the electrical power 
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required to maintain the surfaces at certain prescribed 
temperature. The heat flow meter method is very similar to 
the guarded hot plate method except the heat flux is directly 
measured with a heat flow meter. The specification requires 
the heat flow meter to be calibrated against other standard 
specimens already tested by the guarded hot plate method. 
For situations where interest is in testing the thermal per
formance of built-up sections such as roofs and walls of 
buildings, the C236 (guarded hot box method) is recom
mended [3], The hot and cold sides are composed of two 
chambers separated by the specimen. Both the temperatures 
and the air velocities in the chambers can be adjusted to 
simulate the actual operating conditions. In this study, the 
guarded hot plate method, being the simplest and the most 
widely accepted method, is employed to measure the heat 
transfer in the same fibrous insulation tested in the 
transmission experiment. In order to separate thermal 
radiation from the total heat transfer, the measurements were 
carried out under vacuum (1 x 10"3 torr) as well as at at
mospheric pressure. 

Description of the Apparatus 

Transmission Experiment. As depicted in Fig. 1, radiant 
energy is emitted by a blackbody source (IR Industries, Inc. 
463) which is electrically heated to about 1300 K. The radiant 
energy is collimated by a guide tube (1.778 x 10_1mlong, 6.4 
X 10"3m dia), then directed through the test section and 
another guide tube (1.016 x lO^'m long, 6.4 x 10~3mdia). 
This arrangement ensures that only the beam transmitted in 
the incident direction is measured. The beam is focussed on 
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Fig. 3 Scattering and absorption properties of insulation A 

the entrance slit (3 x 10~4m) of a monochromator (Perking-
Elmer 98) which spectrally resolves the beam and converts it 
to an electrical signal with a thermocouple detector. A low-
input impedance preamplifier located inside the 
monochromator provides a first-stage amplification. A phase 
sensitive detection system is made by passing the electrical 
signal to a lock-in amplifier (Princeton Applied Research 122) 
tuned to the same frequency (12 cps) as the chopper located 
right in front of the blackbody source. Since the lock-in 
amplifier only responds to the signal at the chopped 
frequency, emission by the specimen (unchopped signal) is 
eliminated in the measurements. After amplification, the 
signal is recorded on a chart recorder. 

The sample tested was a commercially available fiberglass 
insulation (to be referred as insulation A). It is commonly 
used in insulating buildings and homes. Three 1.3 x 10"2m 
thick specimens were tested. The thickness was determined by 
measuring the lateral lengths and weight, and assuming that 
the specimen had the same bulk density. The lateral dimen
sions of the specimens were 8.9 x 10~2m by 1.0 x 10~'m. 
The test specimen was secured between two metal plates held 
together by bolts. Each of the plates has a 7.62 x 10~2m dia 
hole for the beam to pass through. The space between the 
plates was adjusted to accommodate the specimen by inserting 
spacers with the same thickness. The transmission was 
determined by taking the ratio of the signals with and without 
the specimen in the test section. The thickness obtained as 
described above was the mean thickness over the entire 
specimen. As the thickness at the point of measurement might 
differ from the mean thickness, measurements were made at 
no less than four different locations on each specimen and the 
averaged result was taken to give a representative value. 

Guarded Hot Plate Experiment. A schematic diagram of 
the experimental system is shown in Fig. 2. The guarded hot 
plate apparatus is located horizontally inside a chamber and is 
composed of three 3.048 x 10~'m square plates: one hot 
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Fig. 4 Back-scattered fraction factor of insulation A 

plate in the center and two cold plates, one above and one 
below. Since the plate surfaces should be at uniform tem
peratures, it is necessary that the plates be made from 
material with a high thermal conductivity. In this case, the 
plates are made from copper. The top and bottom of the hot 
plate are each composed of one metering section (1.524 x 
lO^'m square, 6.4 x 10"3m thick) and one guard section 
(7.46 x 10~2m wide, 6.4 x 10~3m thick) with the heating 
elements sandwiched between. A 1.6 x 1 0 3 gap separates 
the metering and the guard sections in order to minimize heat 
flow in the lateral direction. The heating elements for the two 
sections are separate and are insulated from the copper plates 
with 1 x 10_4m thick mica. The cold plates are each 1.91 x 
10~2m thick with water passages carved inside. Copper-
constantan thermocouples are installed on the grooves 

Nomenclature 

ax = angular distribution 
coefficient 

b = back-scattered fraction 
factor 

B = surface radiosity 
/' = intensity 

r̂ad = radiative conductivity 
L = insulation thickness 
q = heat flux 
T = temperature 

0 = 

7 = 

oe<oa,as = 

function as defined in 
equation (4) 
function as defined in 
equation (5) 
wavelength 
Stefan-Boltzmann con
stant 
extinction, absorption 
and scattering coef
ficients, respectively 

To = 
0} = 

Subscripts 
1,2 = 

L = 

m = 
T = 

optical thickness 
single scattering albedo 

surfaces 1 and 2, 
respectively 
linear anisotropic sc 
tering model 
mean 
two-flux model 
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provided on the surfaces facing the specimens. In order to 
make the surfaces radiate as black boundaries, they are 
painted with the 3M Nextel velvet black paint which has 
emittance of 0.955 ± 0.005 from 6 to 12 pm [4]. The plates 
are mounted on frames which can be moved up and down 
along four posts. This provision makes it possible to adjust 
the distances among the plates in order to accommodate 
specimens of different thicknesses. 

The vacuum chamber is 6.60 x 10" 'm high, 6.86 x 10"'m 
in diameter and the wall is made from 9.6 x 10~3m thick 
steel. The lid on top can be opened and a hoist is employed to 
transport the guarded hot plate apparatus into the vacuum 
chamber after the specimens are installed. Pressure as low as 1 
x 10 3 torr can be achieved with a pumping unit consisting 
of a diffusion pump (National Research Corp. 0159) and a 
mechanical pump (The Welch Scientific Co. 1402). A ther
mocouple gage (National Research Corp. 531) is used to 
measure the pressure inside the vacuum chamber. Two 
separate power regulators control the electrical power sup
plied to the metering and guard heaters. By careful ad
justment of the regulators, a temperature difference of no 
larger than 0.5 K between the metering and the guard sections 
can be achieved. The thermocouples are connected to a 
switchboard so that any particular thermocouple can be 
selected and the signal is displayed with a digital multimeter 
(Kiethley 191). The cold bath (Blue M MW1110A1) supplies 
cooling water for the cold plates and is capable of maintaining 
the water at a constant temperature anywhere between 5 K 
above ambient and 373 K. 

Specimens (two for each thickness) with thicknesses 2.54 x 
10_2m, 3.30 x 10~2m and 4.06 x 10"2m were prepared 
according to the same method as described earlier. These 
thicknesses were chosen so that the maximum uncertainty in 
the measurements was no greater than three percent when the 
temperature difference between the hot and cold plates was at 
least 50 K [5]. The specimens were the same type of insulation 
as tested in the transmission experiment. 

Testing was started with the thinnest specimen; first under 
vacuum, then at atmospheric pressure. At each pressure, the 
hot plate was run at 363 K, 393 K, and 423 K. Due to the 
capability of the cold bath (at least 5 K above ambient), the 
cold plate temperature was set at 308 K and kept at this value 
for the entire experiment. Each test condition was maintained 
and the thermocouple readings were recorded every hour. 
Steady state was deemed to have been achieved when three 
successive sets of observations gave temperatures differing by 
not more than 0.5 K. It generally took about 15 hrs to reach 
steady-state. The electrical power input to the metering heater 
was also recorded. This procedure was repeated for the other 
thicknesses. The heat flux was computed by dividing the 
electrical power input by the total surface area of the metering 
section. 

Analytical Considerations 

The expressions developed for the radiant heat flux are [1] 

qT=(Bl-B2)/(l+pTo) (2) 

for the two-flux model and 

qL = (B,-B2)/{\+yTo) (3) 

for the LAS model with 

/3=l-u + 2ub (4) 

7 - ( 3 - « a , ) / 4 (5) 

u=as/ae (6) 

ae = as + aa (7) 

and b and ax are related by 

a, = 2 ( 1 - 2 6 ) (8) 
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Table 1 Chemical composition of fiberglass insulation A 

S i 0 2 F e 2 0 3 A1203 CaO MgO Na 2 0 K 2 0 

% weight 64.48 0.31 5.17 8.79 3.40 15.24 2.61 

Again, the symbols in the above equations are as previously 
defined [1]. For simplicity, it is often desirable to have a 
radiative conductivity so that the radiant heat flux can be 
calculated according to Fourier's law. In the following, 
radiative conductivities will be derived from both the two-flux 
and LAS solutions. The derivation from the two-flux solution 
will first be presented. If the bounding surfaces are suf
ficiently black, equation (2) becomes 

qT = o(Fx-T\V{\+fro) (9) 
where Tx and T2 are the temperatures of surfaces 1 and 2, 
respectively and a is the Stefan-Boltzmann constant. As 
already pointed out [1], the optical thickness lies in the op
tically thick region under typical operating conditions, and 
since /3 is not likely to approach zero (see Figs. 3 and 4 and 
equation (4)) equation (9) can be approximated as 

qT^—y—± ? i - U 22 (10) 

For moderate temperature difference (e.g., (7^ —T2) < 200 
K), qT can be further approximated as 

4aJl„ (T, -T2) 

without introducing significant error, and T„, is the arithmetic 
mean of Tt and T2. A radiative conductivity can now be 
defined from equation (11) as 

k = ^ (\2) 
/3<Te 

Starting from equation (3) and following the derivation of 
equations (10) to (12) yields 

_ 4 ( T T ^ 
^rad.Z. = (13) 

yae 

which is the radiative conductivity from the LAS model. Note 
that the radiative conductivities derived above are very similar 
in form to those obtained by other investigators (see Table 1 
in [6]). The important differences are: (/) the present ones 
contain information describing the relative amount of 
scattering and absorption (contained in a>) and the scattering 
pattern of the fibers (contained in b and «[); and (//') they are 
in terms of radiative properties that can be analytically 
determined. 

In addition to equations (2) and (3), the thermal con
ductivities kmdT and kTaiL will also be used with Fourier's law 
to predict the radiant heat flux. They will be referred to as 
two-flux conduction model and LAS conduction model, 
respectively. 

Results and Discussions 

Radiative Properties. The theoretical radiative properties of 
the tested insulation are presented first. The information 
needed for calculating the radiative properties are: the 
complex refractive index, the volume fraction, and the size 
distribution of the fibers. The complex refractive index is a 
function of the chemical composition of the fiber material. 
An industrial chemical laboratory was contracted to deter
mine the chemical composition of the tested insulation, and 
the results are shown in Table 1. The main components are 
Si02 and Na 2 0 . The composition is quite close, but not 
identical, to that of the silicate glass considered in Part I of 
this paper [1]. A spectrographic analysis also shows the fibers 
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Table 2 Comparisons of results 

Mm ) 
A(fUTl) 

2 
2.5 
3 
3.5 
4 
4.5 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 

Present 
theoretical 

680 
742 
733 
744 
758 
768 
807 
912 
710 
411 
771 
806 
851 
778 
959 
875 

Present 
experimental 

497 
512 
531 
542 
561 
596 

Experimental [8] 

570 
602 
650 
685 
723 
740 
760 
766 
600 
478 
750 
979 

1069 
750 
750 
750 

Theoretical [9] 

988 

1267 

583 

1024 
1201 

775 
912 

Present 
theoretical 

1.00 
1.00 
1.00 
0.98 
0.98 
1.00 
0.96 
0.76 
0.77 
0.33 
0.57 
0.53 
0.66 
0.48 
0.57 
0.62 

Theoretical [9] 

1.00 

0.92 

0.42 

0.56 
0.64 

0.62 
0.63 
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Fig. 5 Radiative heat transfer in insulation A for L 
and T2 = 308 K 

2.54 x 10" 

contain trace elements such as Cu, Ni, Cr, Pb, Sn, Sr, Zr, and 
Ba. The complex refractive index for this specific type of glass 
is, to the authors' knowledge, not available in the literature. 
But since earlier results [1] have shown that the dependence on 
chemical composition is rather minor as long as the fibers are 
made from silica-based glass and in view of nothing else better 
available, the complex refractive index of the silicate glass [7] 
is used for the insulation A. 

The density of the solid material with composition as shown 
in Table 1 is determined to be 2.55 x 103 Kg/m3 and the 
density of insulation A is 8.41 Kg/m3. Hence, the volume 
fraction, defined as the ratio of the insulation density to that 
of the solid material, is found to be 3.3 x 10"3. The size 
distribution was obtained by microscopic counting of the 
fibers with an optical microscope. The mean diameter is 6.9 
/wn and the distribution skews towards the smaller sizes. 

Based on the physical properties obtained above, 
calculations for the radiative properties were carried out 
according to the analytical expressions obtained earlier [l].2 

This paper was presented in a slightly different form as ASME Paper No. 
81-HT-43 where an error was discovered in the numerical computation of the 
integrations over ij in equations (15), (18), and (19) in Part I of the paper. 
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Fig. 6 Radiative heat transfer in insulation A for L 
and T2 = 308 K 
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Fig. 7 Radiative heat transfer in insulation A for L 
and T2 = 308 K 

4.06 x l O ^ m 

The results for 4 to 30 ^m are given in Figs. 3 and 4. This 
spectral range covers at least 90 percent of the blackbody 
emissive power for temperatures between 320 and 500 K. 
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since «1)v is linearly related to bx, only results on bx are 
presented. 

Extinction Coefficient. Transmission measurements could 
only be made in the wavelength range of 2 to 4.5 pm because 
the transmitted intensity at longer wavelengths was too low to 
be detected. It is seen from Table 2 that the theory over-
predicts the experimental results by 22 to 31 percent. It should 
be noted that the experimental results deduced from Beer's 
law has neglected the effect of in-scattering (or multiple 
scattering). In a strict sense, in-scattering is negligible only if 
the sample is optically thin, otherwise it will augment the 
transmitted intensity and result in smaller measured extinction 
coefficient. Since the optical thicknesses of the test samples 
are either in the intermediate or thick range, the measured 
values are believed to be smaller than the true values. 
Birkebak et al. [8] have recently reported some measured 
extinction coefficients for a fiberglass insulation similar to 

that tested in the present study. They have incorporated a 
first-order in-scattering correction in the Beer's law data 
reduction method by linearly extrapolating the results for 
samples of different thicknesses to that for zero sample 
thickness. It is seen in Table 2 that the present predictions 
have closer agreement with the results of Birkebak et al. [8] 
than with the present measured values, and the former two 
sets of results certainly follow the same general trend. By 
comparing the present experimental values and those of 
Birkebak et al. [8] in the spectrum from 2-4.5 pm, one can 
infer that in-scattering may cause a 13-23 percent difference if 
it is not corrected for. It must be cautioned, however, that 
these numbers are not exact indicators of the in-scattering 
effect because the linear extrapolation is only an approximate 
correction and the tested insulations are not identical. Shown 
in the same table are some radiative properties reported by 
Houston and Korpela [9]. Their prediction of the extinction 
coefficients is higher than ours except at X = 25 jim where the 
converse is true. The values for the single scattering albedo are 
seen to be in general agreement with each other. From the 
above comparisons, it is clear that the models for the radiative 
properties [1] are capable of producing predictions that are 
representative of fiberglass insulations. 

Heat Transfer. Shown in Figs. 5-7 are the results for pure 
radiative heat transfer for the specimens with different 
thicknesses. The experimental data were obtained under 
vacuum (1 x 10~3 torr) and the theoretical values were 
calculated from the models as indicated in the figures. In the 
calculation, the bounding surfaces were assumed black. The 
solid lines represent results calculated with the wavelength-
average radiative properties obtained from Figs. 3 and 4. 
They are ae = 8.25 X 102m-',co = 0.605,6 = 0.299 and a, 
= 0.804. The results from the two-flux conduction and the 
LAS conduction models are not shown because they are very 
close to those obtained from the two-flux and LAS models, 
respectively. They differ by at most 3 percent. This is because 
even the optical thickness of the thinnest specimen is greater 
than 20. Thus, the radiative conductivities which contain the 
optically thick approximation do not cause any significant 
difference. As can be seen, all the theoretical results un-
derpredict the experimental values by 20 to 40 percent. The 
dash lines in the figures are the theoretical results calculated 
similarly as before except the experimentally determined 
wavelength-averaged extinction coefficient (cre = 5.40 x 
102m~') is used instead. This is a 35 percent decrease in ae 
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and depending on the particular transfer model used, it causes 
an increase of the radiant heat flux by about 50 percent and 
yields a much closer agreement between the models and the 
experimental data. The closer agreement, however, does not 
necessarily imply that the experimental ae is the true value for 
reasons discussed earlier. 

Figures 8-10 present the combined air conduction and 
thermal radiation results. The measurements were made at 
atmospheric pressure. The theoretical results were obtained 
by superimposing the radiant and conductive heat fluxes. The 
conductive heat flux was determined from Fourier's law with 
the air thermal conductivity evaluated at the mean of the 
boundary tempertures. The superposition method for treating 
combined conduction and radiation problem has been shown 
to be a reasonable approximation for systems with large 
emissivities [10]. The solid and dash lines have the same 
representation as those in Figs. 5-7 and similar interpretations 
can be made. Again, the results calculated with the theoretical 
extinction coefficient underpredict the measured values. 
However, the degree of underprediction is reduced ap
proximately by half. This is believed to be caused by the air 
conduction which has the effect of suppressing part of the 
disagreement due to thermal radiation. A comparison of the 
results in Figs. 5-10 shows that thermal radiation is 42 to 49 
percent of the total heat transfer. 

In a similar study by Houston and Korpela [9], excellent 
agreements between the theoretical heat transfer results and 
experimental data have been reported. The major difference 
between their radiation model and the present two-flux and 
LAS models is that their model is nongray whereas the present 
ones are gray. It is difficult to attribute the overpredictions 
entirely on the gray approximation since it is not the only 
dissimilarity among the models. But it does suggest that the 
nongray behavior could be a possible cause for the 
discrepancies. 

One other point that should be noted is that the insulation 
has been treated as homogeneous in the analysis [1]. In 
practice, most LWFI including the test insulation are not 
homogeneous. Some portions of the insulation contain more 
fibers and are optically thicker than the others. As the radiant 
heat flux decays exponentially with optical thickness, the 
decay in an optically thick region is much smaller than in a 
thinner region. Therefore, as one portion becomes optically 
thicker, the decrease in heat flux will not be as large as the 
increase in another portion which becomes optically thinner. 
What this amounts to is a net increase of heat flux due to 
inhomogeneity. This may also account for some of the over-
prediction of the radiant heat flux. 

Summary 

The analytical models developed in Part I of this paper for 
predicting the radiant heat flux and the radiative properties of 
LWFI have been tested against measured results from a 
transmission experiment and a guarded hot plate experiment. 
The insulation tested was a commercial building insulation. 
Based on the results, it can be concluded that: 

(0 The analytical models for the radiative properties are 
capable of predicting representative values for typical 
commercial LWFI. 

00 The simple data reduction method of employing Beer's 
law in the transmission experiment may not be adequate, as 
in-scattering can be appreciable. 

(Hi) Only qualitative agreements have been obtained be
tween the theoretical heat transfer results and the ex
perimental data, and indications are that the nongray and 
nonuniform characteristics of the properties may need to be 
incorporated in future improvements of the present models. 

Acknowledgment 

The authors wish to acknowledge the joint support of this 
work by the National Science Foundation and the U.S. 
Department of Energy. 
References 

1 Tong, T. W., and Tien, C. L., "Radiative Heat Transfer in Fibrous 
Insulations—Part I: Analytical Study," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 105, Feb. 1983, pp. 70-75. 

2 Love, T. J., and Saboonchi, A., "Determination of the Extinction 
Coefficient of Glass Fiber Insulation," AIAA 15th Thermophysics Conference, 
AIAA-80-1528, 1980. 

3 Annual Book of ASTMStandards, Pt. 18, 1979. 
4 Birkebak, R. C , "A Technique for Measuring Spectral Emittance," The 

Review of Scientific Instruments, Vol. 43, 1972, pp. 1027-1030. 
5 De Ponte, F., and Di Fillippo, P., "Design Criteria for Guarded Hot 

Plate Apparatus," Heat Transmission Measurements in Thermal Insulations, 
ASTM Special Technical Publication 544, 1973, pp. 97-117. 

6 Tong, T. W., and Tien, C. L., "Analytical Models for Thermal Radiation 
in Fibrous Insulations," Journal of Thermal Insulation, Vol. 4, 1980, pp. 
27-44. 

7 Hsieh, C. K., and Su, K. C , "Thermal Radiative Properties of Glass 
from 0.32 to 206 dm," Solar Energy, Vol. 22,1979, pp. 37-43. 

8 Birkebak, R. C , Enoch, I .E. , and Ozil, E., "Experimental Study of Heat 
Transfer in Fiberglass Material," AIAA/ASME Joint Fluids, Plasmas, 
Thermophysics and Heat Transfer Conference, ASME Paper No. 82-HT-51, 
1982. 

9 Houston, R. L., and Korpela, S. A., "Heat Transfer Through Fiberglass 
Insulation," Proceedings of the 7th International Heat Transfer Conference, 
Vol. 2, 1982, pp. 499-504. 

10 Yuen, W. W., and Wong, L. W., "Heat Transfer by Conduction and 
Radiation in a One-Dimensional Absorbing, Emitting and Anisotropically 
Scattering Medium," ASME JOURNAL OF HEAT TRANSFER, Vol. 102, 1980, pp. 
303-307. 

Journal of Heat Transfer FEBRUARY 1983, Vol. 105/81 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. S. H. Najjar 
Mechanical Engineering Department, 

Yarmouk University, 
Irbid, Jordan 
Mem.ASME 

E. M. Goodger 
Cranfield Institute of Technology, 

School of Mechanical Engineering, 
Cranfield, Bedford, England 

Radiation and Smoke From the 
Gas Turbine Combustor Using 
Heavy Fuels 
Broadening of aviation fuel specifications has been simulated using blends of gas oil 
and residual fuel oil. Radiation, smoke, and temperature measurements in an 
experimental combustor at various air pressure, inlet temperture, and air/fuel 
ratios showed a diminishing rate of. increase of radiation with soot concentration 
and reduced sensitivity of smoke to fuel hydrogen content at higher combustor 
pressures. 

1 Introduction 

The major price increases and the impending shortage of 
liquid fuels relative to the rising demand is bringing about a 
serious examination of the possible changes in fuel properties. 
The most probable changes are expected to be a decrease in 
hydrogen content together with increases in aromatic com
pounds, the percentages of nitrogen and sulphur, and the fuel 
boiling range. 

In a previous paper [1] and experimental investigation was 
reported on the effect of fuel type on flame radiation and, 
consequently, on flame tube durability. 

In this present work, the experimental facility has been 
slightly modified, and the fuel specifications broadened, with 
parametric investigation of the relative effects of the com
bustor operating conditions to predict soot formation and 
oxidation with particular emphasis on the effect of fuel type. 

2 Experimental Facilities and Procedures 

A continuous-combustion rig (Fig. 1) has been developed at 
Cranfield for the measurement of radiation at different axial 
stations in a spray-stabilized flame based on the Schmidt 
method [2]. It has been further developed and modified in this 
investigation to suit operation at high inlet air temperature. 
The test facility consists essentially of the following: 

(a) An air heater 
(b) Air ducting 
(c) A combustion section including the flame tube and its 

casing 
(d) A fuel inlet and traversing tube which carries an 

atomizer location section (ALS), a flare (flame stabiliser) and 
an atomiser 

(e) A tail pipe 

The atomiser is a duple Dart unit with the pilot injector 
have a spray angle of 100 deg and a flow number (F.N.) of 
0.332, corresponding values for the main injector being 120 
deg and 1.233. The atomiser is located in a Dart flare welded 
to an atomiser location section which slides into a truncated 
Mamba combustion chamber in a duct of 154-mm bore, 
dilution air being admitted downstream in the conventional 
manner. Diametrically-opposed calcium fluoride windows are 
fitted at as fixed plane in the flame zone, and purged with 
nitrogen gas to prevent contact with hot gases or fuel droplets. 
This system permits measurement of radiation, and 
calculation of emissivity, using a Land NRF total-radiation 
pyrometer and amplifier, and a Spembly 10 kVA black-body 
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furnace with a Land MQO pyrometer, following the modified 
Schmidt method based on the comparison of radiation from 
the flame and the black background in the furnace [1]. The air 
supply facility provided mass flows up to 1.8 kg/s at a 
pressure of 10 atm and temperature of 460 K, the combustion 
and dilution air flows being controlled separately and 
remotely. Air mass flows were measured with conventional 
orifices, and fuel mass flow from the pressure readings of the 
calibrated atomiser. Chamber pressure was controlled by 
means of outlet back-pressure valve. 

A major feature of the rig is the ability to move the 
swirler/injector assembly through an axial distance of 102 
mm, effectively providing different observation stations 
along the flame. One thermocouple is fitted to the flame-tube 
liner within the observation plane, six others at the combustor 
exist to measure temperature traverse quality (TTQ) of the 
flame, and three at the exhaust section in the tailpipe. After 
cooling within a water-jacketed section of the tailpipe, the gas 
flow was sampled by means of Bacharach pump at a point 
1720 mm downstream from the observation plane, and then 
passed through a filter paper, the intensity of the resulting 
strain being measured by a reflectometer. 

A range of commercial hydrocarbon fuels were used: 
kerosine (K) represents aviation fuel, gas oil (G) as a current 
industrial gas turbine fuel and possible future aviation fuel 
R25 (where 25 is the volume percentage of residual fuel oil in 
the blend with gas oil) as equivalent to crude oil, and R50 and 
R70 to check the potential of the gas turbine when using 
heavier fuels. The fuel properties are shown in Table 1. 

The combustor operating conditions were chosen as 
follows: combustor pressures were 3, 7, and 10 atm to cover, 
idle, half-load, and the full-load settings of an industrial gas 
turbine. 

Inlet air temperatures (TIN) were 313, 390, and 460 K. The 
lowest temperature was determined by the compressor house 
arrangement without additional heating. The highest tem-
peratue was restricted by the temperature limit on the com
bustor pressure control valve at the rig outlet. 

Primary air/fuel ratios (AFRP) were 12, 15, and 25. The 
change was achieved by maintaining constant the fuel mass 
flow and adjusting the air mass flow entering the primary 
zone. The total air/fuel ratios (AFRT) were 120 and 60 to 
simulate idle and full power settings. 

General Discussion 

Radiation. Radiant energy is the result of complicated 
molecular and atomic disturbances, and occurs at the expense 
of other kinds of energy, mostly thermal. Since the tem
perature of the body is the original cause of interatomic 
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Table 1 Fuel properties 

Property of fuel 

Composition 

Proximate composition 
Aromatics % Vol 
Olefins °/o Vol 
Saturates % Vol 
Ultimate composition 
Carbon % wt 
Hydrogen % 
Suphur °/o wt 
Nitrogen % wt 

ppm 
Ash % mass 
C/H mass ratio 
Contaminants 

Sodium ppm 
Vanadium ppm 
Water % Vol 
Sediment % mass 
Volatility 

Boiling range °C 
Spon.ign.temp°C 
Flash point, closed °C 
Relative density 15°C/15°C 
Correction to R.D./-C 
RMM 

Kerosine 

18.4 
0.6 
81.0 

86.19 
13.3 
0.1 
0.1 

Negl. 
6.48 

Negl. 
Negl. 

160-285 
255 
56 
0.79 
0.00072 
180.18 

Gas oil 

28.2 
0.6 
71.2 

85.71 
12.67 
0.31 
0.1 
500 
0.005 
6.765 

0.5 
0.5 
Negl. 
Negl. 

180-360 
245 
67 
0.852 
0.00068 
220.64 

R25 

85.7 
12.324 
0.6858 

0.011 
6.952 

6 

241 
86 
0.88055 
0.00067 
234.6 

R50 

85.7 
12.0 
1.38 

0.017 
7.134 

12 
12 

237 
96 
0.93194 
0.00067 
248.56 

R70 

85.7 
11.756 
1.3243 

0.023 
7.282 

16 

234 
104 
0.93194 
0.00067 
259.2 

R100 

50 
1.0 
49.0 

85.7 
11.41 
1.68 
0.1 
900 
0.03 
7.5 

23 
69 
0.05 
0.04 

230 
116 
0.9662 
0.00067 
276.7 

Typical 
Crude 

86.0 
12.1 
1.14 

630 
0.011 
7.11 

5 
7 

0.87 

Fluidity 

Pour point °C - 6 0 
Kinematic viscosity cSt 

@ 15°C 2.04 
@ 37.8°C 1.5 

Surface tension 
mN/m (dyne/cm)@ 20°C 24 
Min. storage temp. °C amb. 
Combustion 

Specific energy MJ/kg 
Gross 46.287 
Net 43.187 
Latent heat of Vapor kJ/kg 291.0 
Mean specific heat 
kJ/kg.K (liquid) 2.008 
Mean specific heat 
kJ/kg.K (vapour) 1.674 
Flamm. range % Vol. fuel 1-6 

(A/F) by mass 5-25 
Dew point o f exhaust gas ° C 51 
Stoic.A/F mass ratio 14.554 
Enthalpy of formation kJ/kg -1373 
Activation energy of 
combustion, kj/mol 113.01 
Formula Ci3H24 

-45 

6.0 
3.3 

29 
amb. 

45.217 
42.517 
267.0 

1.992 

1.674 
1-5 

50 
14.42 
-1348 

114.67 
C16H28S0.02 

Thermal stability 

Conradson wt% 0.2 0.7 

- 2 8 

14.5 
7.0 

30.5 

44.769 
42.106 

1.985 

1.674 

14.312 
-1324.4 

115.501 
C17H29S0.05 

2.84 

- 1 1 

65 
22.0 

32 

44.4 
41.814 

1.9787 

1.674 

14,212 
-1302.3 

116.332 
C18H30S0.08 

220 
60 

33.2 

44.1 
41.617 

1.9739 

1.674 

14.135 
-1285.6 

Ci8.8H30.8S0.11 

6.36 

24 

3300 
862 

35 
35 

43.682 
41.282 

1.967 

1.674 
1-5 
1-5 
48 
14.027 
-1262 

-10 

35 

44.739 
42.049 

C20H32S0.147 

8.5 

Nomenclature 

AFR„ 

AFRT = 
ALS = 

C = 

C / H 

EQT = 

FN = 

primary zone air/fuel mass 
ratio 
total air/fuel mass ratio 
atomiser location section 
soot concentration 
concentration of exhaust 
smoke at standard con
ditions, g/Sm3 

carbon/hydrogen ratio of 
fuel 
maximum radiation tem
perature, K 
flow number of fuel 
atomiser 

G 
K 
P 

# 1 

* 2 

* 3 

RX 

rs 

rw 

= gas oil 
= kerosine 
= pressure, a tm 
= total flame radiation with 

cold background, k W / m 2 

= total flame radiation with 
hot background, k W / m 2 

= total radiation of back
ground, k W / m 2 

= blend of X percent by 
volume of residual fuel oil 
in gas oil 

= reflectance of smoke stain 
= reflectance of clean filter 

SN 
TAA 

TDA 

Tf 
TIN 

TTQ 

a 
e 

ex 
paper 

smoke number 
maximum gas temperature, 
K 
adiabatic flame tem
perature, K 
flame temperature, K 
inlet air temperature, K 
temperature traverse quality 
at combustor outlet 
total flame absorptivity 
total flame emissivity 
spectral emissivity 
spectral absorptivity 
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Fig. 2 Schematic of Schmidt method 

disturbances, the quantity of radiant energy generated 
depends essentially on that temperature. 

Visible light and infrared rays, which are approximately of 
wavelengths ranging from 0.4 to 40 /mi, can be absorbed by 
substances, and their kinetic energy turns into heat energy in 
the course of absorption. 

The burning of hydrocarbon fuel in the combustor 
produces gases, the most radiative of which are such 
polyatomic gases as H 2 0 , C 0 2 , and S0 2 . An intermediate 
stage in the combustion process is often the production of 
clouds of carbon particles which, at the high temperature of 
combustion, radiate intensely. 

The measuring technique which has been used in this work 
is optical, and avoids the drawbacks of direct sampling and 
light scattering techniques. The method was first suggested by 
Schmidt [2] for determination of flame temperature from 
simultaneous measurements of spectral radiation and 
spectral absorptance. This method is claimed to be more 
precise when used monochromatically because the flame is 
not assumed to be grey where emissivity (e) is independent of 
wavelength. However when flames are heavily charged with 
soot, and where the soot acts primarily to absorb radiation 
and not to scatter it (small soot particles = 0.06 /zm), it is often 
assumed that sooty gas is a grey body. In this work this 
assumption is valid because the energy-absorbing molecules 
will be abundant since the flame is optically not thin, and 
because high pressures were used. The flame was heavily 
charged with soot, in the region of measurement, even with 
distillate fuels. Furthermore, the use of heavy fuels generate 
more soot particles. Therefore the modified Schmidt method 
or the total emission-absorption method was used. It is at
tractive because it is relatively simple to apply, and requires 
no quantitative previous knowledge of the gas properties. A 
diagram of this method is shown in Fig. 2, where a blackbody 

furnace has been used as a reference source, and a total 
radiation fluxmeter (radiometer) used as detector. 

Thus the grey body assumption involves an optically thick 
flame. Therefore, if it happened within very few experiments 
of this work that the flame was not thick enough to be con
sidered grey, the effect is less important than the simplified 
assumption that the flame absorbs entirely between 0-10 /xm 
of the transmitted spectrum of the windows in the ex
perimental rig. Under such a condition of total absorption 
and emission, Tf, is the true flame temperature only when 
Tf= TB and the corresponding value of a is equal to the total 
emissivity, e, according to Kirchoff's law. Therefore, 
throughout the experiments the black body temperature (TB) 
was changed with each set of tests to approach the expected Tf 

as much as possible. 

Smoke. The control of exhaust smoke has become a 
significant engine operating requirement. Broadly, smoke can 
be reduced by controlling the production of soot in the fuel-
rich regions of the primary zone, together with its subsequent 
consumption in the other regions of the primary zone and in 
the secondary zone. 

The fuel composition is believed to affect soot formation 
under the prevailing conditions of high temperature and low 
oxygen concentration. It also affects smoke through the 
influence of viscosity and volatility of fuel on atomization 
and vaporization. Thermal stability affects cracking ten
dency. The soot forming tendency of a fuel increases with 
aromatic content, type of aromatics, final boiling point and 
C/H ratio. 

The relationship between the aromatic content and smoke 
point of kerosine flame is shown in [3] as follows: 

aromatic content, % vol. 10 18 22 28 
smoke point, mm 23 19 14 12 

Furthermore, hydrocarbons having approximately equal 
boiling points may form carbon differently. Also carbon 
formation from hydrocarbons having equal C/H ratios may 
be different. Bocca et al. [4] showed that particular emission 
from fuel oil can be directly related to the presence in the fuel 
of heavy, highly condensed aromatic rings in the range of C30 

ot C80. They defined these compounds quantitatively as the 
sum of polar aromatics plus asphaltenes content of the fuel. 
They showed particulate emissions as follows: 

Particulates emitted mg/Sm3 Fuel type 

4 
11.1 
234 

Paraffinic 
Aromatic 
Asphaltenic 

Numerous methods have been suggested and used for smoke 
reduction, for example: 

(a) Combustor design modifications, including leaning the 
primary zone, increased the pressure loss factor, improving 
the fuel injection technique, axial fuel staging, variable 
geometry staged combustion and premix/prevaporization 
systems: 

(b) Fuel additives 
(c) Fuel-water emulsions 
(d) Water injection 
(e) Electric field 

Experimental Results and Discussion 

The experimental program has been carried out with the 
following parameters: fuel type, combustor pressure, inlet 
temperature, primary zone air/fuel ratio, AFRp, and total 
air/fuel ratio, AFRT. Total radiation was measured, from 
which flame total emissivity (e) and flame temperature (7}) 
have been calculated, at five locations along the primary zone. 
Maximum Tf has been averaged with the calculated adiabatic 
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Fig. 5 Flame emissivity along the primary zone at P = 10 atm and 
TIN = 313 K 

flame temperature. Then the average temperature with the 
associated e at the particular location have been used to 
calculate soot concentration (Q. 

Flame Radiation. Figures 3 and 4 illustrate the change in 
flame radiation along the primary zone at five 1-in. (2.5-cm) 
stations, under different conditions of inlet air temperature 
(TIN) and pressure (P) with the different fuels. It is noted that 
radiation increases to a peak after a certain distance along the 
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Fig. 6 Flame emissivity along the primary zone at P = 10 atm and 
TIN = 460 K 
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Fig. 8 Influence of fuel hydrogen content on smoke number at 10 atm 

primary zone, followed by a reduction. The peak and distance 
are affected by the running conditions and fuel type. This is 
attributed to the increase of soot concentration which, after a 
certain time depending on the running condition, will start to 
burn. Radiation increases with soot concentration, and with 
the temperature of the soot particles, through its effect on the 
incandescence. This effect is noted clearly by comparing Fig. 
3 and 4, where the same fuel gives higher radiation levels at 
higher inlet temperatures. The pressure effect was observed to 
double flame radiation between 3 and 10 atm. 

Total Flame Emissivity (e). 
equation 

e=l-( t f 2 -

This has been calculated from 

RiVR, (1) 
where, 

* 3 

total flame radiation with cold background 
total flame radiation with hot background 
total radiation of the background 

Representative curves are shown in Figs. 5 and 6 for different 
fuels at different running conditions. Total flame emissivity 
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Fig. 11 Influence of primary air/fuel ratio on smoke number at 460 K 

(e) is shown to be affected remarkably by combustor pressure 
increase. While differences can be noted between fuels at 3 
atm, all the fuel flames become highly emissive at 10 atm 
(more than 0.9). However the increase in inlet air tem
peratures does not seem to have any clear effect. 

Flame Temperature. The radiation flame temperature 
was calculated from equation 

r / = (537xl08i?,/e)0-25 (2) 

knowing the flame radiation and total emissivity (e). However 
when conditions differ from those of grey flame due to the 
existence of cold air or small fuel droplets, this temperature 
will fall. To compensate for the underestimation, the 
adiabatic flame temperature (77X4) was calculated 
theoretically by a computer programme "TEMP." This 
temperature was then averaged with the maximum radiation 
temperature (EQT). The average of both temperatures is 
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Fig. 12 Influence of total air/fuel ratio on smoke number at 460 K 
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Fig. 13 Correlation of primay zone flame radiation with smoke number 
at P = 10 atm and TIN = 390 & 460 K 

taken as the maximum gas temperature (TAA). The tem
perature profile along the primary zone was then constructed. 

Exhaust Smoke. Exhaust smoke was estimated as smoke 
number (SAO from equation 

SN=(l-rs/rw)100 (3) 

where rs and rw are the reflectometer readings from the smoke 
stain and white filter paper, respectively, and expressed as 
concentration at standard conditions Cexh g/Sm3 by using a 
correlation from (5). Figures 7 and 8 illustrate the correlations 
between smoke number and the fuel, represented by its 
hydrogen content (percent mass) at different pressures and 
inlet temperatures. The effect of decreasing the fuel hydrogen 
content is manifested in increasing exhaust smoke. However, 
the sensitivity of smoke to the fuel type falls with increased 
combustor pressure. This sensitivity is further decreased when 
higher pressures are associated with higher inlet air tem
peratures as shown in Fig. 9. If the fuel is heavier than R50 
then the sensitivity to pressure rise decreases to the extent of 
being negative; that is, with R70 smoke would be less at 10 
atm than at 3 atm especially at high inlet temperature as 
shown in Fig. 10. This sheds light on the very remarkable 
influence of gas temperature during the oxidation process 
regardless of the soot formed in the primary zone. This is true 
because the effect of difference in residence time in the 
secondary zone between the idle and full power conditions 
was insignificant. Since smoke is a full-power setting 
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emission, this leads to a very important result; that is, for 
replicated engine conditions, use of heavier fuels is not ex
pected to aggravate seriously the smoke emission at full power 
setting at which the engine will be operating most of the time. 

The effects of the primary zone air-fuel ratio AFRp and the 
total air-fuel ratio AFRr are depicted in Figs. 11 and 12 and 
discussed below: 

(a) At idle conditions (3 atm), with kerosine, gas oil and 
R25, it was found experimentally that at the inlet air tem
peratures of this work, smoke level decreases slightly by 
leaning the primary zone towards AFRp =25. However, 
smoke level increases with R50 and R70. Both cases are 
represented by the G/3 and R50/3 curves in Fig. 11. 

With regards to the effect of total air-fuel ratio, kerosine, 
gas oil and R25 give less smoke with AFRT = 60 than 
AFRT= 120, as shown by the 3/120/25 and 3/60/25 curves in 
Fig. 12. When R50 or R70 is used, smoke was found to in
crease at ARFT = 60 especially at low inlet air temperatures. 

In this last case, the smoke level at AFRp = 15 was found to 
be less than with AFRp =25. Therefore, with heavy fuels, the 
usual conclusion that leaning of the primary zone reduces 
smoke, does not apply, especially at low inlet air tem
peratures. Hence, it can be concluded that, for operation at 
idle conditions, the optimum distribution of air is ap-
poximately as follows: 

(/) for kerosine, gas oil, R25: AFRp = 15, AFRT = 60 
(if) for R50 and R70: AFRp = 15, APR T = 120 
(b) At half-load setting (7 atm) all the fuels produce higher 

smoke level by leaning the primary zone to AFRp =25, so the 
optimum conditions would be AFRp = \5, AFRT = 60, ap
proximately. 

(c) At full-power setting (10 atm), with kerosine, gas oil, 
and R25 for all inlet air temperatures, smoke level decreases 
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Fig. 16 Comparison of predicted and experimental concentrations of 
exhaust smoke at 10 atm 

by leaning the primary zone towards AFRp= 25. However, 
with R50 and R70 the smoke level increases (Fig. 11). Insofar 
as the total air-fuel ratio affects smoke level, all the fuels give 
less smoke with AFRT = 60 than with 120. Hence, the op
timum distribution of air would be as follows: 

(f) For kerosine and gas oil: AFRp =25, AFRT = 60 ap
proximately 

(if) For R25, R50 and R70: AFRp = \5, AFRT = 60 ap
proximately 

There is thus no need to emphasize the necessity for varying 
the air distribution in the combustor to cater for different fuel 
requirements in order to reduce smoke to a minimum. This is 
the area where a variable-geometry combustor may help in 
solving the problem. 

Since it is always very much easier to measure smoke than 
to measure radiation in the primary zone, a correlation such 
as that shown in Fig. 13 can be beneficial. This correlation 
shows the strong dependence of smoke level on flame 
radiation in the primary zone for different fuels. Fur
thermore, since flame radiation increases with soot con
centration, it follows that fuel type affects exhaust smoke 
only through its effect on soot concentration in the primary 
zone. 

It would also be convenient to draw a correlation between 
the soot concentration in the primary zone and the smoke 
number as shown in Fig. 14. It is interesting to note that, 
although the time of combustion of a carbon particle is an 
order of magnitude greater than the corresponding fuel 
particle, the soot level in the primary zone would drop about 
1000 times in its travel through the secondary zone before 
emerging as smoke. Because of this strong effect of tem
perature on soot oxidation, addition of a relatively large 
quantity of cool air only reduces the gas temperature and 
increases the lifetime of the soot particles. 

It is noteworthy that during the experimental tests blue and 
white smoke were seen, especially at idle conditions with gas 
oil and residual fuel blends. Although black smoke is 
recognized to be due to lack of air, blue smoke seems to occur 
at an inefficient condition associated with fuel quenching and 
excess air. The exhaust at this condition has an objectionable 
smell and irritates the eyes, probably due to the presence of 
traces of formaldehyde. The white smoke with heavy fuels at 
idle conditions is expected to be due to the increased presence 
of sulphuric acid in the unburnt fuel, thus elevating the dew 
point of the exhaust gas considerably. 

Prediction of Exhaust Smoke and Comparison With 
Experiment 

The model to predict soot oxidation in the secondary zone, 
and hence the soot concentration available as exhaust smoke, 
was presented in a programe "OXID." The results have been 
graphically represented in Figs. 15 and 16. It is interesting to 
note that the model prediction compares favourably with the 
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experimental measurements. However, it should be noticed 
that at 3 atm and high temperature, the model predicts 
complete combustion of the soot. This is not seriously in error 
as the corresponding measured values are around 0.003 
g/Sm3 which is considered as the threshold of visibility of the 
smoke plume for large turbojets. 

The increase of smoke level at 3 atm over that at 10 atm 
with R50 corresponds to that found experimentally. This 
emphasizes the importance of gas temperature in the 
oxidation process, especially with heavy fuels. The model 
calculations show that the surface oxidation rate is maximum 
near <t> = 0.1. Thus, to reduce the smoke emission level, say, 
from R70 down to that of kerosine, the addition and 
distribution of the secondary air should be controlled through 
combustor design to allow the residence of the gas at that 
equivalence ratio to be as long as possible. 

Conclusions 

1 Flame radiation to the flame tube increases only slightly 
with the increase of soot concentration above about 25 
g/Sm3. 

2 The sensitivity of smoke to the fall in hydrogen content 
of the fuel decreases at higher combustor pressures, and 
decreases further with higher inlet air temperatures. Thus, at 
replicated engine conditions of nearly full power, the use of 

heavier fuels might not aggravate seriously the smoke 
emission. 

3 Optimum distribution of air for minimum smoke 
emission is approximately as follows: 

(a) Idle conditions 
(0 for kerosine, gas oil and R25: AFRp = 15, AFRT = 60 
(/;) for R50 and R70: AFRp = 15, AFRT= 120 
(b) Half-load conditions (for all fuels): AFRp = l5, 

AFRT = 60 
(c) Full power conditions 
(/) For kerosine and gas oil: AFRp = 25, AFRT = 60 
(/;) For R25, R50 and R70: AFRp = 15,AFRT = 60 
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Radiation-Natural Convection 
Interactions in Two-Dimensional 
Complex Enclosures 
A numerical finite-difference study has been carried out for the two-dimensional 
radiation-natural convection interaction phenomena in square enclosures with 
equal vertical finite-thickness partitions located at the centers of the ceiling and 
floor. Both participating gases (C02 andNH3) and nonparticipating gas (air) are 
considered. In the radiation calculations, the nongray exponential wide-band 
models for C02 and NH3 are used, together with a radial flux method utilizing a 
more realistic polar description for the radiation exchange in the enclosure. Results 
on the effects of both surface and gas radiation on the velocity and temperature 
fields and the overall heat transfer rates as functions of the partition heights at two 
levels of the Grashof number are presented and discussed in terms of the physical 
phenomena. 

Introduction 

In a room fire situation, the spread of fire, smoke and toxic 
gases is governed by turbulent buoyant flow generated by the 
fire, the combustion process, the heat transfer processes of 
conduction through the walls, ceiling and floor, convection 
due to the hot gases, and radiation exchange between the 
flame, hot gases and the room surfaces. There is no method of 
analysis at this time to deal with this complete spread 
phenomena, and much of its physical understanding is still 
lacking. One good example is how thermal radiation, known 
to be important in room fires, affects the energy transfer 
process, particularly that which leads to flashover. However, 
before this problem can be studied, it is desirable to treat a 
simpler process of radiation-convection interaction in an 
enclosure filled with a participating gas to sort out the con
ditions under which radiation becomes important. Also, it 
would be pertinent to consider internal partitions in the en
closure to determine the sensitivity of radiation-convection 
interaction to such partitions. The partitions could represent 
the doorway soffits in adjoining rooms or dividers in a single 
room. The purpose of this numerical study is to address this 
simpler problem by considering a square enclosure partitioned 
into two connecting regions by two vertical finite-thickness 
partitions mounted midway at the enclosure ceiling and floor 
(Fig. 1). 

There are few studies available in the literature on enclosure 
heat transfer with combined convection and radiation. Larson 
and Viskanta [1] treated the problem of transient laminar free 
convection in a rectangular enclosure with thermal radiation, 
and found that radiation heats up the enclosure surface and 
the gas body very quickly and thus significantly alters the flow 
pattern and the corresponding convection process. Modak 
and Mathews [2] studied the thermal radiation feedback from 
hot enclosure surfaces and ceiling hot gas layer to arbitrarily 
oriented targets within a box enclosure and found that 
radiation plays a very significant role in controlling the 
growth of fires. Lloyd, Yang and Liu [3] considered one-
dimensional surface, gas, and soot radiation for turbulent 
buoyant flow in a rectangular enclosure induced by a 
volumetric heat source at the floor. In this study, the nongray 
exponential wide-band model was used for a mixture of water 
vapor and carbon dioxide. They found that the radiation 
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AIAA/ASME Fluids, Plasma, Thermophysics, and Heat Transfer Conference, 
St. Louis, Missouri, June 7-11, 1982. Manuscript received by the Heat Transfer 
Division February 16, 1982. Paper No. 82-HT-49. 

effects tend to make the vertical temperature profiles more 
uniform, and also clarified the relative roles of surface, gas, 
and soot radiation. In a more recent numerical study, Larson 
[4] treated turbulent buoyant flow in a rectangular enclosure 
containing a given flame; however, radiation-convection 
interaction was not considered external to the flame. The 
results again showed the significance of the contribution of 
radiation, especially in heating up the walls in the enclosure. 

The enclosure geometry in the present study is shown in 
Fig. 1. The vertical side walls are maintained isothermal with 
Th > Tc. Other bounding walls including the surfaces of the 
partitions are taken to be adiabatic, and all solid surfaces are 
black. The enclosure is filled with air as the nonparticipating 
gas, or C02 or NH3 as the participating gases. Scattering of 
radiation is neglected, and the flow is taken to be laminar. 
Results of a companion pure natural-convection study dealing 
with the effects of Grashof numbers and size and location of 
the partitions are given in [5]. 

Mathematical Formulation 

The Eulerian formulation in the Cartesian coordinate 
system is adopted with the gravitational acceleration vector g 
in the direction of -y. The independent yariables are the 
spatial coordinates, x and y, and time, t. The flow and 

\ s \ \ \ \ \ 

Fig. 1 Geometry of the square enclosure 
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temperature fields can be described in terms of the following 
dependent variables: density, p, temperature, T, and pressure, 
p. The governing equations are from the conservation of 
mass, momentum and energy, and the equation of state for an 
ideal gas. The gas is considered to be Newtonian and the flow 
is laminar, but compressible. For simplicity, transport 
properties except density are assumed to be constant at- the 
average temperature of Tc and Th. Pressure work done on the 
fluids and viscous dissipation are neglected in view of the low 
velocities involved. The flow is generated by buoyancy only, 
and the normal stresses due to dilation of the fluid are also 
neglected. The gas is initially stationary at a uniform tem
perature of Ta, taken arbitrarily to be 277.8 K, and the 
pressure is initially at the static equilibrium atmospheric 
condition. 

The following nondimensional quantities are introduced 
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(5) 

The term, qr, is the dimensionless net radiation flux, when 
radiation from all directions is accounted for. The radiation 
heat flux arrives from a gas layer of thickness (L — z) at a 
distance z bounded by an infinite black flat plate at an 
isothermal temperature T0 from above can be written [6, 7], 
in accordance with the scaling technique of Felske and Tien 
[8], as 

qr(z)=eb(T0) 

Lui\- A*i (THI ~ TH, ) —~r~r— dz 
; _ , -IZ dz' 

(6) 

where the barred quantities are dimensional and u0 is an 
arbitrary reference velocity. Also pe is the equilibrium density 
corresponding to the hydrostatic conditions as given by pe = 
pa exp [-gHy/RTJ. The governing equations can then be 
written as follows 

dp d(pu) d(pv) 

dt dx dy 

d(pu) d(pu2) d(puv) dP 2 d2u 

dt + dx + dy ~ ~ Hx Re dx2 

N o m e n c l a t u r e 

(1) 

Here, z is a physical distance, not necessarily related to the 
coordinate z in Fig. 1, and L is the total distance between the 
bounding black surfaces in the direction of z. According to 
the exponential wide-band model, the slab band absorptance 
A*/ is given by 

A *i (THi ~ THi) : 

• \ : i 1 - exp (T'Hi-THi)T* 
J T? 

where the difference in the optical path length is 

(7) 
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gravitational acceleration 
enclosure height 
arbitrary calculation cell 
indices 
gas conductivity 
radiation path length 
number of angle spans 
number of gas absorption 
bands 
average Nusselt number on 
either vertical end wall 
outward normal 
pressure 
Prandtl number 
radiative flux evaluated 
from ZB to L 
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radiative flux evaluated 
from y r to L 
heat flux 
gas constant 
Reynolds number, u0H/v 
surface of circular cell 
temperature 
cold wall and Hot Wall 
temperatures, respectively 
temperature of radiating 
surface 
time variable 
velocity components, Fig. 1 
reference velocity 
width of partition 
rectangular coordinates, 
Fig. 1 
distance used in equation (6) 
integrated band intensity-
parameter 
coefficient of volumetric 
expansion 
rectangular cell sizes 
angle for evaluating view 
factors 

V = 

•'i = 

p = 
a = 
T = 

Ti* = 

0) = 

Subscripts 

a = 
b = 
c = 
e = 

H = 
i = 
r = 

w = 
v = 

kinematic viscosity, wave 
number 
wave number at band head 
density 
Stefan-Boltzmann constant 
optical path length 
dimensionless quantity given 
in equation (9) 
band width parameter 

reference state 
black body 
conduction quantity 
equilibrium state 
band head 
rth band 
radiation quantity 
either vertical end wall 
monochromatic quantities 

Superscript 

= dimensional quantities 
= averaged quantities along 

path length z to z' 
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T"'m ~ THi — J P — dz 
9 W; 

(8) 

where w, is the band width parameter and a, the integrated 
band intensity, and 

= exp (9) 

where J>, is the wave number at the center or head of the band. 
In equations (6) through (9), the barred quantities, except z 
and z', denote averaged quantities with the path length z to z' 
due to scaling for nonisothermal gas conditions [8], and the 
subscript, H, refers to the band head. Finally, the slab band 
absorptance can be written by invoking the single continuous 
correlation of Tien and Lowder [9] 

A*i(tHi-fHi) 

= / / ? • 2 ifHi-fHi)\'f' 

( T'H; - THi ) +f 

+ 1 (10) 
3 
2 (fHi-fHi)+2f 

w h e r e / i s a constant taken to be 2.94. 
It is noted that this slab band absorptance is strictly only 

valid for one-dimensional problems, and it is only used here 
as an approximation for the two-dimensional problem. 
However, this approximation is not expected to result in gross 
errors in view of the polar structure of the radiation 
calculation grid shown in Fig. 2. When the circles away from 

Fig. 2 Polar coordinates for radiation heat flux calculations at (/, j) 

the cell under consideration intercept the solid walls, some 
error would occur if the wall temperatures have large 
minimum variat ions. In the present study, equation (6) is 
utilized to determine the net radiation flux in the energy 
equation by means of a radial flux method which will be 
described in the next section. In particular, a differential 
method is somewhat awkward for this modified method and 
hence is not used. The band characteristics in terms of vt, co,, 
and a , / u , for both C O z and N H 3 are given in Table 1 from 
[10,11] . 

Calculat ion Procedure 

The governing differential equations have been solved by a 
finite-difference algorithm very similar to that of [3, 5], both 
of which utilize an upwind differencing scheme for the 
convection terms and difference equations formulated on the 
basis of the control volume approach. Staggered cells for the 
velocity components are used. A nonuniform grid [5] is 
adopted for the pure convection calculations while for the 
calculations including radiation a 20 x 20 grid was adopted to 
save computer time and space. The fine grid at the wall for the 
pure convection results makes the calculation of wall 
gradients equivalent in accuracy to an 80 X 80 grid in the 
enclosure. For the cases including radiat ion, the convection 
contribution is expected to be small compared to the 

•jjJ+UstZfTU 

Fig. 3 Net radiation flux gained by cell (/, /) in two sample directions 

Table 1 Band properties of major vibration-rotation bands for C 0 2 and NH 3 [10,11] 
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radiation, and therefore the coarse grid employed is not 
expected to create significant errors. The readers are referred 
to [3, 5] for details of the finite-difference calculations. In 
addition, the two-dimensional radiation flux term based on 
equation (6) is evaluated with a radial flux method based on a 
polar description of radiation exchange. 

By approximating an interior rectangular cell (/, J) in the 
enclosure with an equivalent circle of the same surface area, 
and then by dividing the enclosure space into M angular 
segments as shown in Fig. 2, the net radiation heat flux gained 
by the cell can be written as 

\sqr-nds= £ (QrT-QrB)As„ (11) 

where n is the outward normal, and s is the total surface area 
of the circular cell. As shown in Fig. 3, QrT is evaluated from 
zT to L and QrB is evaluated from zB to L in the direction, L. 
Note that here Zj, ZB and L have all been normalized by H 
and also that the subscripts T and B denote top and bottom, 
respectively. Another sample direction with zT',ZB' and L' is 
also shown in Fig. 3. Here the following assumptions are 
made. One is that at each segment, As, at ZT of the circle, the 
element sees the radiation from z = L as in a slab of gas of 
thickness, L—Zj- This is an approximation, but is expected to 
be adequate in view of the radial structure utilized (Fig. 3). 
Another one is that only the area, As, of the circle responds to 
the radiation exchange in that L-direction. The concept 
utilized here is similar to that of the well-known flux method, 
except that all zones in the radiation field are covered as 
compared to only two directional zones in the flux method. 
Consequently, it is expected that the present method should 
produce more realistic results. 

At the surface elements of the enclosure, the center of the 
approximating circle is set at the center of the element and the 
semicircle encircling the surface has the same area as the 
surface. QrT is evaluated by integrating from the center to the 
limit of the radius where it meets another surface element. 
Each angle is spanned by another surface element at the other 
end of the radius. QrB is given by oT0*, where T0 is the 
temperature of the surface element itself. Surface areas such 
as Ax, or Ay, are used to replace As and a geometrical view 
factor of 1/2 j d (sin 6) is used. It is a method which enables 

the calculation of view factors between an infinitesimal two-
dimensional surface and a finite two-dimensional surface. 
Due to the very small surface element size (Ax — Ay ~ 1/20), 
the calculation of view factors is very accurate. If the con
necting line between the centers of two surface elements is 
intercepted by an opaque surface, the radiative interchange is 
blocked and has a zero value for the geometry view factor. 
This happens only when partitions are present. When gas 
radiation is neglected, an exact surface radiation energy 
balance is maintained. It is noted that the present radial flux 
method is different from the discrete transfer method recently 
proposed by Lockwood and Shah [12]. Even though this latter 
method has some definite computational advantages, it has an 
inherent weakness in that the radiation source term is in
variably overestimated due to beam overlapping, while the 
present radial flux method is free from this problem. 

Calculation of radiative heat fluxes is not needed at every 
time step to give reliable steady-state results. The radiative 
heat flux is updated every tenth time step. Before the 
calculations of temperatures from the energy equation at a 
new time instant, wall surface temperatures and surface 
radiative heat fluxes are calculated based on the interior point 
temperatures at the previous time step. A two-variable in
terpolation formula is used to transfer T, p, and P values 
from rectangular cells to node points along the path of the 
radiation ray in each span of angle in the polar coordinates, 
and the radiation flux at surfaces is calculated by balancing 
with conduction heat flux at the adiabatic boundaries. By 
assuming that the radiation flux due to attenuation by the gas 
does not have a major effect on the energy balance, the 
Newton-Raphson method is used to iterate on the non-
prescribed surface temperatures, and subsequently radiation 
heat flux. Wall temperatures and radiative fluxes thus ob
tained are then considered as heat sources to complete the 
boundary condition for the energy equation in the rectangular 
cells. Surface temperature and radiation flux are then updated 
with new interior temperatures. The radiation heat flux values 
are then used for the next nine time steps. However, surface 
temperatures are recalculated and changed accordingly with 
interior point temperatures at each time step. Density and 
flow field quantities are calculated after temperature field is 
obtained. Finally, the change of the average Nusselt number 
at both vertical end walls is checked at successive time steps to 
determine whether steady state is reached. 
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Fig. 4 Isotherm and steamlines for C 0 2 enclosure without partitions 
(Gr = 6.55 x 106 and Pr = 0.686) 
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Fig. 5 Isotherm and streamlines for C 0 2 enclosure with 0.25H x 0.1 H 
partitions (Gr = 6.55 x 106 and Pr = 0.686) 
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Fig. 6 Isotherms and streamlinies for C 0 2 enclosure with 0.4H x 0.H 
partitions (Gr = 6.55 x 106 and Pr = 0.686) 

Results and Discussion 

Results of the present calculations for an empty square 
enclosure filled with C 0 2 having a, left wall temperature of Tc 

= 1, a right wall temperature of Th = 3, and insulated ceiling 
and floor, are shown in Fig. 4. The Grashof number Gr is 6.55 
x 106 and the Prandtl number Pr = 0.686. For convenience, 
the Grashof number is based on a value of the coefficient of 
volumetric expansion of /3 = 2/(Th + Tc), and all property 
values are based on the average temperature, i.e., (Th + Tc)/2. 
The isotherms are shown in (a), (c), and (e), corresponding to 
the cases of pure natural convection, natural convection with 
surface radiation, and natural convection with surface and 
gas radiation, respectively. The corresponding stream lines 
are shown in (b), (d) and (/). Figures 4(a) and 4(b) are iden
tical to those shown in [5], which also discusses the effects of 
Gr and size and location of the partitions in the pure natural 
convection case. Also, it should be noted that at Gr = 6.55 x 
106, and when no partitions are present parts of the flow 
already exhibit degrees of unsteadiness at long times. The 
temperature and flow behaviors are shown here in Fig. 4 to 

provide a reference for the discussion of results with par
titions. As shown in [5], steady natural convection behavior 
does exist at this Gr when partitions are present due to in
creased internal flow resistance. When only surface radiation 
is considered, Fig. 4(c) shows that the heating from the hot 
wall effects the floor of the enclosure more than the ceiling 
and also that the core of the fluid becomes warmer when 
compared to the pure natural convection case. The cool region 
is now more restricted to the immediate neighborhood of the 
cold wall and the lower left corner of the enclosure. It is also 
seen that the temperature stratification is less pronounced. 
The corresponding flow field indicated in Fig. 4(d) shows that 
the low velocity region is moved from the core region to the 
lower part of the enclosure, leaning toward the cold wall. 
Figures 4(e) and 4(f) show the corresponding results for the 
case where both surface and gas radiation takes place. In 
general, the participation of gas in the absorption and 
emission of radiation tends to produce more uniform gas 
temperatures. Radiative communication between the hot and 
cold walls is lessened due to the attenuation of the gas body. It 
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Fig. 7 Average Nusselt numbers Nu for various partition heights 
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Fig. 8 Average Nusselt numbers Nu for various partition heights 

is seen here that a further increase of the core region tem
perature is evident due to the direct interaction between the 
gas and the nonadiabatic walls. On the other hand, the effect 
of gas radiation is also to produce a more uniform flow when 
compared to the case with only surface radiation. 

Figures 5 and 6 show the same results for two different 
partitioned enclosures with partitions of the sizes of 0.25 H x 
0.1 H and 0.4 H x 0.1 H, respectively. For the pure natural 
convection cases, the stream lines are essentially symmetrical, 
the slight deviation being caused by the nonsymmetrical 
compressibility effects. Of particular interest is the shear 
region between the two partitions. As expected, the shear is 
much more pronounced in Fig. 6(b) than that in Fig. 5(b) due 
to the smaller gap size. When the gap is large, Fig. 5(a) shows 
that temperature stratification persists, except for very high 
(upper right corner) and low (lower left corner) temperature 
regions, which are essentially isolated by the insulated par
titions. For the small gap size as shown in Fig. 6(a), the 
temperature gradient within the gap becomes quite large. In 
these partitioned cases, the effects of radiation are quite 
dramatic, and the basic reason is the effect of radiation 
blockage due to the presence of the insulated partitions. With 
radiation, the partitions essentially separate the higher 
temperature region on the right from the lower temperature 
region on the left. This is obviously more pronounced for the 
larger partition case as shown in Fig. 6, where it is seen that 
the isotherms from one side do not in most of the cases 
penetrate into the other side of the enclosure. Here again the 
effect of gas radiation is to equalize the temperatures of the 
gas bodies on either side of the partitions. For the flow fields, 
the natural convection flow is already reduced by the presence 
of the partitions [5], and the effects of radiation of equalizing 
the gas temperatures further slow down the flow inside the 
enclosure. The relatively strong vortices on the lee side of the 
lower partition for the surface radiation cases, Figs. 5(d) and 
6(d), further decrease their strengths when gas radiation is 
included. 

To determine the steady-state heat transfer characteristics 

at either of the two vertical walls, it is necessary to include 
both the convection and radiation contributions^Jn the 
present study, the following average Nusselt number Nu is in
troduced 

ac + qr 

Nu= (12) 
,(Th-Tc) 

H 
where the denominator represents the pure conduction heat 
transfer rate for the enclosure. In dimensionless form, the 
above equation reduces to 

/ dT \ / af„iH\ 

Nu= (13) 
T„-Tc 

For Gr = 6.55 X 106, the average Nusselt numbers for C 0 2 

and NH3 as the participating gases and air as the non-
participating gas are shown in Fig. 7 as a function of the 
partition height. Also shown are the corresponding values for 
the pure natural convection cases. It is seen here that for the 
temperature range considered, radiation plays a dominant 
role in the heat transfer process and the main mechanism is by 
surface radiation. The effect of the partition height is quite 
dramatic, especially in the radiation cases where even small 
partitions exert a sufficient blockage for the radiation 
transfer. On the other hand, pure natural-convection heat 
transfer is almost unaffected until the partitions occupy one-
half of the enclosure height. As d/H further increases, the 
average Nusselt numbers drop off at increasing rates until the 
partitions completely isolate the two subcompartments. At 
that point, we have uniform temperatures Th and Tc at the 
right and left sides of the partition, respectively, and the 
corresponding heat transfer rates are zero. Also, for the 
conditions of black surfaces and constant temperatures at the 
vertical end walls, as imposed in the present problem, surface 
radiation heat transfer rates are independent of the gases in 
the enclosure. The fact that the average Nu values for the 
three gas-cases are different is due to the small, but different 
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convection contributions, which do depend on surface 
radiation exchange, and the different conductivity values, as 
shown in equation (13). For the participating gas cases of C 0 2 

and NH3 , gas radiation essentially produces more uniform 
temperatures in the enclosure, thus reducing the overall rates 
of heat transfer. Even though the effect of gas radiation is 
relatively small, it is still sufficiently important to consider it 
in the overall radiation-convection interaction phenomena, 
especially for NH3 at small d/H values. Calculations have 
also been made for C 0 2 and air at the lower Grashof num
ber of Gr = 8.20 x 105, and the results for the average 
Nu are shown in Fig. 8. The trends follow closely those in Fig. 
7, except that the Nu levels are much lower. 

Conclusions 

In the present numerical study, calculations have been 
made for the radiation-natural convection phenomena in 
square enclosures with equal vertical finite thickenss par
titions mounted at the midpoint of the ceiling and floor. The 
dimensionless temperatures at the vertical wall ends are taken 
to be 3.0 and 1.0. The participating gases, C 0 2 and NH3 , and 
one nonparticipating gas, air, are considered, together with 
five values of the partition heights and two Grashof numbers 
for C0 2 of 6.55 X 106 and 8.20 x 1 0 \ with a constant 
Prandtl number of 0.686. Also, in all partition cases studied 
the width of the partitions is taken to be H/10. In the 
radiation calculations, the nongray exponential wide-band 
models for C 0 2 and NH3 are used, together with a modified 
radial flux method utilizing a more realistic polar description 
for the radiation exchange in the enclosure, the following 
conclusions can be made: 

1 For empty square enclosures, the effect of radiation is to 
increase the bulk temperatures of the gas in the enclosure, 
except in the immediate neighborhood of the cold wall and in 
a small region at the lower corner close to the cold wall. The 
net effect is that the natural convection flow is somewhat 
reduced, but this is overwhelmingly compensated by the 
increase in heat transfer by radiation for the temperature 
levels studied. 

2 For the partitioned enclosures, the partitions provide an 
effective means to block the radiation exchange and also to 
increase the internal resistance for the convective flow. This 
effect tends to maintain a higher gas temperature on the hot 
side of the partitions and a cooler gas temperature on the 
other side. The radiation effects are much more sensitive to 
the presence of the partitions then the convective flows. The 
natural convection contributions to the overall heat transfer 
remain essentially the same until the partitions occupy one-
half of the enclosure height. 

3 The predominant mechanism in the present study by 
which the radiation process will increase the overall heat 
transfer rates is the surface radiation. This is due to the 
surface emmissivity being taken as one and the large tem
perature difference between the hot and cold surfaces. The 
effect of gas radiation is to provide more uniform gas tem
peratures in the enclosure, thus leading to lower rates of heat 
transfer when compared to those with surface radiation alone. 
However, the net gas-radiation effect is not large, tends to be 
more significant as the partition height is reduced, and would 

be expected to increase in importance as the overall tem
perature levels of the enclosure increase. The effect also 
depends on the participating gas considered. 

It should also be noted that the present calculations, due to 
the large temperature differences considered, do not invoke 
the Boussinesq approximation for the density variations. 
However, properties have still been taken as constant, 
evaluated at the mean temperature, (Th + Tc)/2. However, in 
view of the pure natural convection study by Leonardi and 
Reizes [13], in which it has been demonstrated that variable 
properties do not affect significantly the overall heat transfer 
rates, and the fact that natural convection here only con
tributes a small portion of the overall heat transfer process, 
the validity of the present results is not expected to be 
significantly altered by variable property effects. 
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Buoyancy Effects on a Boundary 
Layer Along an Infinite Cylinder 
With a.Step Change of Surface 
Temperature 
The laminar boundary layer induced by a horizontal forced flow along an infinite 
vertical cylinder with a step change of surface temperature is studied by a finite-
difference method. Close to the thermal leading edge, the buoyancy force induces a 
strong free-convection boundary layer. Slightly above the thermal leading edge, the 
boundary layer starts to separate at the rear stagnation line (<t> = 180 deg). The 
region of separated flow grows toward the forward stagnation line and becomes 
stationary at <j> — 104 deg as one moves upward. In other words, free convection 
dominates the heat transfer along the thermal leading edge. The importance of 
forced convection increases as one moves vertically from the thermal leading edge 
and eventually becomes the dominant mode. The numerical results show that the 
free-convection boundary layer is suppressed at the forward stagnation line and is 
carried toward the rear stagnation line by the forced convection. The phenomenon 
shares many similarities with a thermal plume affected by forced convection. 

1 Introduction 

Free-forced convection is a fundamentally important 
problem in fluid mechanics and heat transfer. Most early 
studies were limited to two-dimensional flow geometries. 
Three-dimensional combined free and forced convection has 
received little detailed study. Young and Yang [1] studied the 
effect of small crossflow and surface temperature variation 
on laminar free convection along a vertical plate. By coin
cidence, Eichhorn and Hasan [2], and Plumb [3] reported 
their studies of mixed convection about a vertical surface in 
crossflow at the same time. The asymptotic solutions for a 
forced-convection dominant flow for both internal flow [4] 
and external flow [5, 6] have been obtained by perturbation of 
the forced convection solutions. The numerical solution of the 
boundary layer along a heated horizontal cylinder shows that 
the range of validity of the asymptotic solution is limited to a 
small region close to the leading edge of the cylinder [7] where 
the free-convection effect is small. 

The central receiver of a solar power plant contains a series 
of vertical pipes and looks like a large vertical cylinder. The 
receiver is designed as a once-through heat exchanger to boil 
water by solar heating. The surface temperature of the 
receiver is much higher than the ambient temperature. A 
significant free convection is induced by the density 
stratification of air inside the thermal boundary layer. 
Simultaneously, a breeze may pass by the receiver and modify 
the free convection around it. The resulting free and forced 
convection is three dimensional. The distributions of tem
perature and flow are needed to design the structure for 
rigidity and to estimate the free-forced convective heat loss. 

Due to the large dimension of the receiver and the likely 
high ambient turbulence level, the boundary-layer flow 
around the receiver is expected to be turbulent. In particular, 
the vertical pipes of small radius, which form the receiver, 
behave as a roughened surface. In this paper, however, we 
concentrate on the interaction of free and forced convection 
around the receiver by studying the laminar flow along an 
infinitely long vertical cylinder. 

The asymptotic solution [8] for free-forced convection 
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along a partially heated, infinitely long vertical cylinder in
dicates that free convection is dominant in the neighborhood 
of the thermal leading edge. Since the free-convection 
boundary layer is rather thin there, no separation has been 
predicted along the aft part of the cylinder. Intuitively, one 
can expect that the asymptotic solution is valid only in the 
neighborhood of the thermal leading edge. On the other hand, 
Oosthuizen and Leung [9, 10] found that the accuracy of their 
numerical solution deteriorates near the thermal leading edge. 
To avoid this difficulty, their computation was started a short 
distance above the thermal leading edge. Consequently, an 
error due to mistreating the leading-edge condition is to be 
expected. In this paper, a finite-difference solution provides 
information on the size of the thermal leading-edge region in 
which the asymptotic solution is valid, and the distribution of 
temperature and flow further upward from the thermal 
leading edge. 

The axial length scale for the region in which free and 
forced convection are both important is a«Gr/Re2; this result 
is derived from the asymptotic solution. The idealized 
potential flow is selected as the zeroth-order outer solution. 
This implies that the Reynolds number is assumed large. 
Furthermore, the boundary layer is assumed to be laminar. 
Comparison of the asymptotic solution with the numerical 
solution shows that the asymptotic solution is valid only for 
extremely small z. The size of this region depends on the 
Prandtl number. For Pr = 10, the asymptotic solution is valid 
for z < l O ^ c e G r / R e 2 , while for Pr = 0.733, z < 
10~4"O«Gr/Re2 is required. The numerical solution also 
shows that forced convection becomes dominant farther 
upward than predicted by the early numerical solution. The 
location of boundary layer separation starts at the rear 
stagnation line, moves forward, and stays at about 4> = 104 
deg, which agrees with the theoretical prediction of a two-
dimensional forced flow. Also, the development of the 
boundary layer separation depends on the Prandtl number. 

2 Physical Model and Mathematic Formulations 

The physical model considered is an infinite vertical 
cylinder with a uniform horizontal freestream flowing past it 
(Fig. 1). The velocity and temperature of the freestream are 

96/Vol. 105, FEBRUARY 1983 Transactions of the ASME Copyright © 1983 by ASME
  Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Physical model and coordinates 

denoted by Um and T„, respectively. The cylinder for z £ 0 is 
heated and its surface temperature is held constant at Tw > 
T„. For z < 0, the cylinder is unheated. Density variations 
within the thermal boundary layer (z £ 0) induce a vertical 
flow and the boundary layer is three-dimensional. Owing to 
diffusion, the boundary layer for z < 0 is also affected; 
however, the magnitude of the buoyancy effects there is much 
smaller than that for z > 0. Therefore, the thermal leading 
edge provides a convenient location to start the numerical 
computation of the boundary layer flow. In this paper, we 
will concentrate on the development of the boundary layer for 
z > 0. Weak diffusion in the negative z-direction is ignored in 
the following formulation; therefore, we assume that the 
thermal boundary layer starts at z = 0. It should be pointed 
out that the assumption of an inviscid flow outside the 
boundary layer restricts the model to large Reynolds numbers. 

The dimensionless variables suggested by the upsteam 
asymptotic solution are 

(coordinates) 

(velocities) 

(pressure) 

(temperature) 

(Reynolds No.) 

Gr = P-g'(Tw-T00)'a
3/v2) (GrashofNo.) 

e = Re/Gr l / 2 

z = z7(aGr/Re2),/-=/7fl 

W = w/[Um(Gr/Re2)]n], 

U=u/U, 
I = P/(pUi) 

6 = (T-T^/iT, 

Re = U„a/v 

V=v/Ua 

(1«) 
( l b ) 

(lc) 

(Id) 

(le) 

(If) 

(is) 

2.1 Inviscid Flow. Substitution of equation (1) into the 
Navier-Stokes equations in cylindrical coordinates results in 
the dimensionless governing equations: 

dU U 1 
+ _ + _ . 

or r r 

8V dW 
— + =0 
d(f> dz 

TdU V dU dU V2 dP ,% 

U + + W - = - — +0(Re- ' ) 
or r d(f> oz r or 

(2a) 

(2b) 

rrdU V dU dV UV 
U~ + - — +W-- + = -

or r o<t> oz r 
dlY V dW dW 

U + + W = e - e 4 -
or r d<t> dz 

1 dP 
- — +0(Re- ' ) (2c) 
r d(f> 

dP 

~dz 

ae v de ae 
U— H + W~ 

dr r d(f> dz 
= 0(l/Pr«Re) 

+ 0(Re-') (2d) 

(2e) 

The solution of equations (2) which satisfies the slip 
condition on the surface of the cylinder and matches the free 
stream far away from the cylinder is a simple superposition of 
the free stream with a doublet at r = 0 so that the inviscid 
velocity components are 

K=s in* . ( l + ^ - ) 

U= -cos(/>« 

(3a) 

Ob) 

W=Q (3c) 

2.2 Boundary Layer. Equations (1) suggest that the ap
propriate boundary-layer coordinate is 

y=(r~-l)'Rew2 (4a) 

«=C/.Re1 /2 (4b) 

The rest of the independent variables are the same; 
however, they are denoted by lower case symbols with 
superscript "~ " to distinguish them from those for the in
viscid flow. In terms of equations (4), the governing equations 
for the boundary layer are 

du dv dw ,. „ 
^ + ^ 7 + ^ = 0 (5a) 
dy d(f> dz 

dv dv _ dv dp d2v „,^ ... 
u— + y — +w— = - f- +—y +0(Re-1 / 2) 

dy d<t> dz d<t> dyA 

dw dw dw 
u — +v — +w — 

dy d(j> dz 

dp d2w 
J ^ + + 0 ( R e -
dz dy2 

dp 

dr 
= 0(Re- ' ) 

ae ae ae 
dy d<f> dz 

i a2e 
Pr 'dp 

+ 0(Re"1/2) 

(5b) 

2) (5c) 

(5d) 

(5e) 

a = 
/ = 

g = 
G = 

Gr = 
Nu = 

P = 
Pr = 

r = 
Re = 

N o m e n c l a t u r e 
radius of cylinder 
stream function, equation 
(8) 
gravitational acceleration 
temperature function, equa
tion (8) 
Grashof number 
Nusselt number 
pressure 
Prandtl number 
radial coordinate 
Reynolds number 

T 
u,v,w 

U,V,W 
z 
P 

e 

V 

e 

temperature 
boundary-layer velocities 
inviscid flow velocities 
axial coordinate 
thermal expansion coef
ficient 
expansion parameter, equa
tion (1) 
similarity variable 
dimensionless temperature, 
equation (2) 

Subscripts 
w = 

kinematic viscosity 
azimuthal coordinate 
shear stress 

surface 
freestream 

Superscripts 
— = dimensional quantities 
' = derivatives with respect to t\ 
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Equation (5d) implies that the pressure gradient normal to 
the wall is negligible and that the pressure gradients along the 
0 and z-directions can be estimated from the solution for the 
inviscid flow (equations (3)). Because the cylinder is very long, 
the magnitude of dP/dz is proportional to e4. This implies 
that the inviscid flow induced by the displacement effect of 
the thermal boundary layer, whose order is R e ~ \ has very 
little effect on the boundary-layer flow as long as Re3 < Gr2. 
In other words, its effect is 0(e4/Re). 

For a numerical solution of equations (5), it is convenient to 
use transformed coordinates. Equations (5) in the coordinates 
(r, = y/{4z)u\ 0, z) are 

— +2W-7 ,— + ( 4 Z ) 1 / 2 ' - - + ( 4 Z ) « T -
or] or] 00 oz 

dv ... dv dv 
(u-i)W) — + (4z)U2'V—- +(4z) .w — 

or) 30 oz 

-0 (6a) 

= - ( 4 z ) 1 / 2 -
dp d2v 

30 Ihj2 + 0(Re- ' / 2) (6b) 

dw , ,,. dw dw 
(u-t]w) — +2w2 +(4z)U2-v-~ +(4z) w — 

di) d<f> dz 

d2w 
= 9 + —T +0(e2 ,Re-1 / 2) 

oij 

ae .., ae „ ae 
(u-r]w) — +(4z)W2-v— +(4z) w — 

d-q aq> dz 

(6c) 

i a2e + 0(Re"1/2) (6d) 
Pr d-q2 

where the velocities have been rescaled to reduce their 
variations along the z-direction according to the upstream 
asymptotic solution and are now defined by 

u = (4z)m'ii (la) 

v=u (lb) 

w = (4z)' (7c) 

moreover, 

(8a) 

(8b) 

P=P (Id) 

It is interesting to notice that equations (6), in the limit as z — 
oo, show that w, v, and 9 are independent of z. In other 
words, the boundary layer approaches a two-dimensional 
forced convection flow when z approaches infinity. 

The upstream asymptotic solution in the current coor
dinates can be expressed as 

w =/o + 5(4z)1/2 •/,' (2 cos0) + (4z)(4 cos2 cf/L 

+ 4 s\n24>f'is)+. . . 

v=h(2 sin</))+(4z)1/2-/4'(2 sin2</>)+. . . 

«= (l/b' -3 /o ) +(4z)1/4- (nfl - / , +/2)(2 cos^) 

+ (4z)W[rif}c-lflc+f2)(4 COS20) + WL-Vis+A) 

-(4 sin20)] + . . . (8c) 

9 = G0 + (4z)1 /2 .G,.(2 cos</>) + (4z)[G2f.(4 cos 2 0)+G 2 i 

• (4 sin20)] + . . . . (8d) 

where fs and G's are defined in [8]. Taking limits of 
equations (6) as z-~0 results in the governing equations for/0 , 
fi, and G0. This indicates that the upstream asymptotic 
solution is included in the downstream solution given in this 
paper. The limiting forms of equations (6) are independent of 
Z and their solution can be used as the initial conditions 
(conditions at z =0) to start the numerical solution of 
equations (6). It should be re-emphasized here that the 
existence of a thermal leading edge allows us to treat the 
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boundary-layer flow for z > 0, and for z < 0, separately. 
Since buoyancy effects are mainly important for z > 0, we 
exclude consideration of the boundary layer for z < 0. In 
fact, it can be shown that buoyancy has effects of much 
smaller order on the boundary layer for z < 0. It is also 
worthwhile to re-emphasize that the flow along the thermal 
leading edge is pure free convection. 

The required boundary conditions are 

(0 V- 0, u = v = w = 0 

9 = 1 

(9a) 

(ii) ij— oo,w,9—0, 
v — 2 sin^ 

Along the symmetry line, . 

(no-slip condition) 

(constant wall 
temperature) 

(matching with the 
inviscid flow) 

• = 0, the conditions are 

dp 

d(f> 

Values of the dependent variables are required along 0 = 0 to 
start the numerical computation at each z station. The 
equations that govern the flow along 0 = 0 can be obtained 
by taking the limit of equations (6), according to equation 
(10). This gives 

du dw ,,, /dv\ / dw\ 
- + 2 w - % + ( 4 z ) - . ( ™ ) + ( 4 z ) ( - ) = 0 (11,) 

du dw 39 
= 0, — = — = — =00 

d<j> 30 30 
= 0 

(9b) 

(9c) 

(10) 
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( K - W ) ^ - ( ? ) + ( 4 Z ) 1 / 2 - ( - I 
dr) \d<t>/ 

(dv\2 

+ (4z)-w 
dz \d<j>' 

^ ) = - 4 ( 4 z ) - -
d2 /dv\ 

~drf \dj>) 

dw ., dw d2w 
(u--qw) — +2w2 + (4z)-w— =9 + 

OTj 

(116) 

(He) 

(U-T)W) — + (4z)-w — 
drj dz ("</) 

dz dri2 

1 B29 

' Pr V " 

Equations (11) can be solved for w, u, 9 and dv/d-q along 4> = 
0. These values can be used to start the solution of equations 
(6) at each z station. 

The pressure gradients in equations (6) can be evaluated 
from the solution of the inviscid flow (3) on the surface of the 
cylinder. They are 

and 

8P 
— = - 2 sin 26 
d<t> 

dP 

Tz 

(12«) 

{lib) 

3 Numerical Method and Results 

The numerical method used to solve equations (6) and (11) 
is similar to that used in [11]. However, it is found that an 
extremely small Az is needed in order to obtain convergent 
results. Therefore variable Az steps are used. For z < 2 x 
10~3, Az = 10~6 is used. The value of Az is gradually in
creased to 10 ~4 for z < 10 ~2 and is further increased 
gradually to 5 x 10~2 for z :£ 0.75. Normal to the wall Aij = 
0.05 is used. A 6 = 7.5 deg is used for 0 < </> < 97.5 deg, and 
a finer A </> is used for <j> > 97.5 deg in order to locate the 
boundary-layer separation line more precisely. After com
paring the numerical results with different Az, Aij, and A 4>, 
we believe that the accuracy of the numerical results is better 
than 1 percent. 

The location of the boundary-layer separation line is 
determined (dv/d-q = 0) by interpolation. The numerical 
results remain regular and convergent about two to three z-
stations after the point where dv/dr] = 0. They actually show 
a reverse flow along the (^-direction, and qualitatively describe 
a picture of a three-dimensional base flow. Further upward, 
convergent results can not be achieved. We do not believe that 
the boundary-layer computation can provide an accurate 
prediction after separation. The data associated with the 
points inside the wake are indicated by dashed lines in the 
Figures. 

Fig. 4(a) Distribution of -
3w 

dr, 

Fig. 4(b) Distribution of — 
dr, 

The values of 9f/9rj at 17 = 0 are given in Fig. 2. for Pr = 
0.733 and 10, respectively. They clearly demonstrate the 
characteristics of the interction of free/forced convection. 
The values of dv/dri increase when one moves upward from 
the thermal leading edge for <t> < 90 deg and decrease for 6 > 
90 deg due to the unfavorable pressure gradient in the <j> 
direction. The interpolated locations of zero dv/dr] are plotted 
in Fig. 3. It shows that the boundary layer separates earlier 
for Pr = 10 than that for Pr = 0.733. For Pr = 10, 
separation starts a tz = 5.6 x 10~3 along the rear stagnation 
line (</> = 180 deg), propagates forward as z increases until it 
reaches </> - 104 deg a tz = 0.5. The final separation angle, <f> 
= 104 deg, agrees with early numerical computations of the 
two-dimensional boundary layer along an unheated cylinder 
[12]. 

That the boundary layer does not separate close to the 
thermal leading edge is not a surprise. It has been well 
recognized that a buoyancy force concurrent with the free 
stream (two-dimensional flow) can suppress boundary-layer 
separation [13]. This is because the buoyancy force acts as a 
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Fig. 7 Temperature distribution 

favorable body force and counterbalances the unfavorable 
azimuthal pressure gradient. When the buoyancy force is 
perpendicular to the free stream, the reason why separation is 
delayed is different. The buoyancy force drives a thin vertical 
boundary layer close to the thermal leading edge. The thinner 
the boundary layer, the less likely it is to be separated. The 
thickness of the boundary layer increases as one moves up
ward and the effect of the unfavorable azimuthal pressure 
gradient gradually overcomes the density produced boundary 
layer. This eventually causes boundary-layer separation. For 
Pr = 10, the thermal boundary layer is much thinner than the 
momentum boundary layer; therefore, it has a smaller effect 
on delaying the separation of the momentum boundary layer 
than that for Pr = 0.733. This is the reason why the boundary 
layer separates earlier for Pr = 10 than it does for Pr = 
0.733. 

The upstream asymptotic solutions are also plotted in Fig. 2 
in order to compare with the numerical results. The com
parison shows that the upstream asymptotic solution is only 
valid in a small neighborhood of the thermal leading edge. 
For Pr = 0.733, the upstream asymptotic solution can be 
applied with confidence for z £ 10"4; for Pr = 10, it is valid 
for z s 10"5 . On the other hand, it should be remembered 
that the dimensionless axial coordinate, z, is stretched by a 
factor Gr/Re2 . Under the circumstance that the intensity of 
free convection is much larger than that of the free stream, 
i.e. Gr/Re2 > > 1, the upstream asymptotic solution can 
provide accurate data over the region bounded upward from 
the thermal leading edge by several diameters. 

The azimuthal shear stress can be evaluated in terms of 
dy/di} and is 

W(/>C/i,) = Re-0-5.(4z)-0-2*. 

while the axial shear stress is 

r r ; :/(pC^,) = Gr.Re-2-5 .(4z)-

dv I 

dv 

dr) 

(12a) 

(126) 

In Figs. 2 and 4, one can see that the buoyancy force smooths 
out the azimuthal dependence of TA0 and rrz. As z increases, 
the effect of forced convection gradually overcomes the 
buoyancy effect, and the azimuthal dependence of Tr<j> and rrz 

increases. rr4, eventually approaches the distribution for 
forced convection when z becomes large. 

Close to the forward stagnation line (<£ = 0), the free 
stream suppresses the axial flow, w, and decreases dw/drj. 
Typical axial velocity profiles are given in Fig. 5 for Pr = 
0.733 at z = 0.01. The dashed line, <j> = 165 deg, is inside the 
trailing wake so that its value is not reliable. However, the 
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profile at </> = 165 deg does show some interesting in
formation. Close to the wall, the profile is regular, yet it fails 
to match with the inviscid flow as 17 — oo. This is an indication 
that the numerical results have not converged. 

In general, forced convection suppresses w in the forward 
part of the cylinder (d> < 90 deg). The magnitude of w in
creases with <f>. The phenomenon is very similar to the in
teraction of a free stream with a rising plume, in that the 
smoke rises faster where it is farther away from the air nozzle. 
Consequently dw/dt] increases with </> as shown in Fig. 4. 

Typical azimuthal velocity profiles are shown in Fig. 6 for 
Pr = 0.733 at z = 0.01. Its value increases from zero at <j> = 0 
deg to its maximum at </> = 90 deg and decreases to zero at <t> 
= 180 deg. The dashed line (<t> = 165 deg) indeed shows a 
reversed flow and qualitatively matches with the distribution 
of a base flow. Since the numerical results diverge a few z 

stations after z = 0.01 along 4> = 165 deg, we do not trust its 
value. 

Figure 7 shows a typical temperature distributon. The 
dimensionless temperature gradient normal to the wall on the 
surface of the cylinder is given in Fig. 8. It attains its 
maximum value at <t> = 0 and its value monotonically 
decreases toward the real stagnation line. The Nusselt number 
can be expressed in terms of dQ/dy as 

Nu= Q'a = - R e " . ( 4 z ) - ° - » . ^ n (13) 
k(Tw-Too) dri 'i=o 

This clearly shows that the heat transfer rate is higher on the 
forward part of the cylinder. Intuitively, one may imagine 
that the heat transfer rate will approach the value for two-
dimensional forced convection. For two-dimensional forced 
convection the value of (4z)~0s • dQ/dy l,_0 equals 2.68 for 
Pr = 10 and approximately equals one for Pr = 0.733 along 
4> = 0. A careful comparison indicates that the influence of 
free convection on the heat transfer rate is still noticeable for z 
< 0.75. 

4 Conclusion 
The analysis shows that buoyancy has a substantial effect 

on the boundary-layer development and heat transfer in the 
neighborhood of the thermal leading edge when Gr • Re"2 is 
large. The separation of the boundary layer is delayed in the 
buoyancy dominant region, but is quickly developed upward 
away from this region. The disturbance of the separated 
boundary layer could have a significant effect on the inviscid 
flow which can alter the boundary-layer solution presented in 
this paper. However, we believe that the boundary-layer 
solution is realistic in the region 0 < <j> < 90 deg based on 
experience with the two-dimensional cylinder forced flow. 
The validity of the attached boundary layer for <f> > 90 deg in 
the neighborhood of the thermal leading edge requires ex
perimental verification. 
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An Experimental Study of Free 
Convection Heat Transfer From a 
Horizontal Cylinder in a Vertical 
Array Set in Free Space Between 
Parallel Walls 
Empirical formulas are proposed from experiments on free convective heat transfer 
from a cylinder array arranged in a vertical line. Subsequently, experiments were 
carried out to examine the effect of two parallel plates enclosing the array as a heat 
transfer promoter. Finally, through a discussion of the heat transfer from the entire 
cylinder systems, both in open and in restricted spaces, a recommendation is made 
for designing a heat exchanger of a single-line type of cylinder bank. 

1 Introduction 

Cylinders set in an array have been used as a free con
vection heat exchanger and will be employed more in the 
future because no power is required to drive air through it. 
The heat transfer from a cylinder in an array is quite different 
from a single cylinder due to interaction of the temperature 
and flow fields around neighboring cylinders—even when the 
array is in free space. In many practical applications, 
however, the cylinder array is installed in a restricted space. 
Therefore, it is very important to know the heat transfer 
characteristics of a cylinder array both in confined and free 
space. 

Studies on free convection heat transfer from horizontal 
tube arrays in free space have been conducted mainly by an 
experimental approach because of difficulties in analytical 
treatment of the subject. The only analytical study has been 
reported by Katsuta and Ishihara [1] for an array with two 
lines of tubes having relatively narrow pitch. They used 
Levy's integral method [2] to analyze the problem and found 
good agreement between analysis and experiment when the 
spacing of the cylinders was small (b/d<0.2, c?=50.8 mm). 
Experimental studies have been carried out by Lieberman and 
Gebhart [3] who used an array with ten cylinders of 0.127-mm 
dia, and Marsters [4] who used three, five, and nine cylinders 
of 6.35-mm dia under conditions of uniform heat flux. Eckert 
and Soehngen [5] performed experiments for a uniform 
surface temperature, using three cylinders of 22.3-mm dia 
with vertical and stagger arrangements. From these ex
periments, the heat transfer rate from a cylinder in an array 
was found to decrease with decreasing cylinder spacing 
because of interference by the hot buoyant flow from the 
preceding cylinders when the cylinder spacing was small. For 
larger spacings, the heat transfer increased with spacing 
because the buoyant flow acts as a forced flow on the suc
ceeding cylinders. Recently, Sparrow and Niethammer [6] 
carried out experiments on the heat transfer from a pair of 
heated horizontal cylinders {d= 37.87 mm) in a vertical line 
and reported the effect of the vertical separation distance and 
the cylinder-to-cylinder temperature imbalance on the upper-
cylinder Nusselt number. They found that the upper-cylinder 
Nusselt number takes on a maximum value as a function of 
separation distance and that the cylinder-to-cylinder tem
perature difference has a great effect on the Nusselt number at 
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small separations. However, few data have been published on 
the local Nusselt number of cylinders in an array, especially 
for arrays with three cylinders or more. Furthermore, the heat 
transfer correlations have not been proposed for individual 
cylinders arranged in an array or for a whole array of 
cylinders. 

The so-called chimney effect will cause an increase in the 
heat transfer rate when an array is placed between parallel 
plates. In this connection, Marsters [7] carried out ex
periments on the heat transfer around a single horizontal 
cylinder between two parallel plates and proposed an em
pirical formula for predicting the average heat transfer 
coefficient of the cylinder as a function of distance and height 
of the plates and the cylinder diameter. The effect of parallel 
plates on the heat transfer characteristics of cylinder banks 
has not been clarified up to now. 

In this report, experiments on free convection heat transfer 
from vertical arrays of two, three, and five lines have been 
carried out to find the local and average heat transfer coef
ficients of each cylinder and the average for an entire array. 
We also clarify the dependence of those values on both the 
flow fields around the arrays and geometric factors such as 
diameter, spacing, and number of cylinders. In addition, the 
effect of bounding parallel plates was examined by measuring 
heat transfer coefficients promoted by plates between which 
an array was set. From the experimental results, recom
mended conditions for practical arrangements of cylinder 
arrays are given. The discussion describes how to select the 
optimum dimensions of cylinder spacing, plate separation 
distance, and the number of cylinders. 

2 Experimental Apparatus and Procedure 

The experiments were carried out in a room of dimensions 
4.8 x 7.2 x 2.8 m with shrouded windows, using two different 
arrangements. One is the apparatus in which average heat 
transfer rates of the cylinder can be measured, which consists 
of a main heating cylinder and some auxiliary heating 
cylinders. The schematic view of the heating cylinders is 
shown in Fig. 1. Both types of heating cylinder are con
structed of copper tubes having a 600-mm length, 1-mm 
thickness and 28.5-mm outer diameter—supported at the ends 
by V-notched, vinyl-chloride rods attached to vertical sup
porting columns. Inserted in the tubes are vinyl-chloride 
bobbins, as heaters, with sheathed nickel-chrome wires 
wound in spiral grooves on the surface having a pitch of 7 
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mm. The surface temperatures of the cylinders were measured 
by thermocouples (type T) of 0.1-mm di'a positioned along the 
top of the cylinders at every 100 mm of axial distance from 
one end of each cylinder. The main heating cylinder is a 
cylinder by which the average heat transfer rates are 
measured, with three heaters in it, one main heater at the 
center and two guard heaters at both ends. The heaters were 
controlled independently so that the temperature distribution 
along the cylinder was uniform within 0.5°C. The cir
cumferential temperature variations were less than 0.3°C 
which were measured by rotating the cylinders for the same 
electric power input and ambient temperature conditions. The 
auxiliary heating cylinders only maintain prescribed tem
peratures; therefore, they have no guard heaters. In the 
multicylinder arrays, the electric power input to each cylinder 
was controlled until uniformity within 1.0°C was achieved in 
the cylinder-to-cylinder temperature. It can be estimated to 
cause the variation in 0.8 percent in the upper-cylinder Nusselt 
number in a two-cylinder system of bid— 1 [6]. This variation 
in the cylinder Nusselt number can be ignored. Thus, the 
average heat transfer coefficient for the cylinder can be 
estimated from the electric power input to the main heater of 
308-mm length set at the center of the main heating cylinder. 
After this, the main heating cylinder is replaced by one of the 
auxiliary ones. This procedure is continued until the average 

heat transfer coefficients for all the cylinders in array are 
obtained. 

Another apparatus was mainly used to obtain the local 
Nusselt numbers for cylinders in an array. The heating 
cylinders of 22.2 mm or 38.0 mm in diameter and 220 mm in 
length are constructed in the same way as the auxiliary heating 
cylinders. To compensate for heat loss from the ends of the 
cylinder, the turn of winding nickel-chrome wire on the 
bobbins is increased near the ends. The axial uniformity of the 
surface temperature of each cylinder achieved in this method 
was within 0.8°C which was measured by three thermocouples 
positioned along an angular position of 90 deg measured from 
the bottom of the cylinder at axial distances of 20 mm, 110 
mm, and 200 mm from one end of the cylinder. This 
corresponds to an error of less than 2 percent in the wall-to-
ambient temperature difference. The local heat transfer 
coefficients at the surface of the cylinder can be obtained by 
analyzing interferometric fringes obtained using a Mach-
Zehnder interferometer. This method is useful when center-
to-center cylinder separation distance is relatively narrow, for 
example, less than twice the cylinder diameter; however, it is 
very difficult to take sharp photographs, when the spacing is 
wide, because of unstable waving motion of flow around the 
cylinders. 

The experiment was carried out for vertical arrays with two, 
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Fig. 3 Interferometric photograph for a three·cylinder array (each
fringe represents an isothermal line, AT =52'C, d =38 mm): 1, bottom
cylinder; 2, middle cylinder

3 Experimental Results and Discussion

3.1 Heat Transfer Characteristics of a Cylinder Array in
Free Space.

3.1.1 Local Heat Transfer Behavior of Cylinders. The
heat transfer behavior of cylinders in array is quite different
from a single horizontal cylinder due to mutual interaction
between the cylinders. In the following the variation of the
local heat transfer coefficients fdr the cylinders will be
described as a function of angular position, 4>, measured from
the stagnation point at the bottom of a cylinder, taking a
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Flg.4 Average Nusselt numbers for cylinders in an array (d = 28.5 mm,
Gr = 1.2 x 105 , Nusco = 7.91)

three-cylinder system as an example. The local heat transfer
coefficient for the first cylinder, which is at the bottom in an
array, is almost the same as that of a single horizontal
cylinder except for the region near 4> = 180 deg, when the
spacing of the cylinders is small. In contrast, the local value of
the second cylinder, which is in the middle of the array, shows
obvious interference effects since its lower surface faces the
wake flow from the first cylinder and its upper surface faces
the third cylinder. The heat transfer coefficient of the second
cylinder was observed to significantly decrease near 4> = 0 deg
and 4>= 180 deg, when the spacing is very small. This may be
explained from the formation of so-called hot spots around
the stagnation points. In the case where the spacing is very
small, the buoyant flow around a cylinder cannot penetrate
the narrow space between cylinders and "dead water regions"
form at the top and the bottom of the cylinder (see Fig. 3(a».
In contrast, for larger spacing the heat transfer coefficient
near 4> = 0 deg increases with increasing spacing and exceeds
the value for a single horizontal cylinder. This effect can be
explained from Fig. 3(b) which shows that the buoyant flow
from the first cylinder impinges on the bottom of the second
one-exerting the same action as a forced convection flow.
The same circumstances mentioned above hold for the heat
tranfser coefficient at 4> = 0 deg of the third cylinder.

3.1.2 Average Heat Transfer Rates of Cylinders in
Array. First of all, the average heat transfer coefficient for a
single horizontal cylinder was measured since this provides the
basis of estimation of the heat transfer rates of cylinders in an
array. The measured values are correlated by the following
formula in the range Ra = 2.8 x 104 to 2.8 X 105 •

Nusco =0.463 Ra'lI (1)

This equation predicts Nusselt numbers 3.5 percent smaller
than those proposed by Morgan [8] but can be considered to
be good enough to use in practice.

In the case of a cylinder array in open space, the radiation

(b) b=d(a) b=O.1 d

three, and five cylinders having equal spacing under the
condition of constant surface temperature. The maximum
spacing of the cylinders was nineteen times the cylinder
diameter for two- and three-cylinder arrays and nine times for
the five-cylinder array. Figure 2(a) shows the schematic view
of the experimental apparatus used for testing the effect of the
parallel walls on the heat transfer from cylinders in an array.
The heating cylinders were fixed to the side walls by bolts
which were allowed to slide along the walls. The parallel walls
were constructed of bakelite plates (5-mm thickness, 1000-mm
height and 765-mm width). Aluminum foil was attached to
the inside surfaces in order to minimize the effect of radiation
heat transfer between the walls and the cylinders. Therefore,
the boundary condition at the parallel plates can be con
sidered to be adiabatic. The distance from the floor to the
bottom ends of the parallel plates was 193 mm. The heating
cylinders set between the plates were the same as mentioned in
the foregoing paragraph. Since the main concern was the
increase in heat transfer rates of cylinders by setting them
between the parallel plates, the main variables in this ex
periment were the distance between the parallel plates (40-829
mm) and the spacing of the cylinders (one, two, and six times
their diameter) for the arrays with three and five lines. The
method for measuring the average heat transfer coefficient of
each cylinder is the same as used in the experiment mentioned
above. Cylinder arrangement and main dimensions of the
apparatus are shown in Fig. 2(b) for a five-line array.
Throughout the experiments, the temperature difference
between the surfaces of the cylinders and the ambient air was
maintained at about 50'C, corresponding to a Grashof
number based on the cylinder diameter in the range 4 X 104 to
4 X 105. The Prandtl number was 0.71.
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Fig. 5 Average Nusselt numbers for downstream cylinders 

heat transfer between the surface of cylinders and the ambient 
walls can be calculated using the same method as Marsters [4] 
by assuming that the emissivity of the cylinder surface is 
already known. An emissivity of 0.072 was employed for the 
polished surface of copper tubes in the following. The 
calculated contribution of the radiative heat transfer to the 
total proved to be less than nine percent. Figure 4 shows the 
ratio of average Nusselt number for each cylinder in arrays 
with two, three, and five lines to that of a single tube. It can 
be seen that the average Nusselt numbers of the cylinders after 
the second line of an array are very small when the spacing is 
extremely narrow. However, Nusselt numbers increase with 
increasing spacing and approach to almost the same value 
when the spacing exceeds six times the cylinder diameter. On 
the other hand, the Nusselt number of the first cylinder has 
nearly the same value as a single cylinder. This is not the case 
when the spacing is very small, however, as described before. 

The variation of average Nusselt numbers for downstream 
cylinders in arrays with two, three, and five lines with the 
distance between the axes of the cylinders (measured from the 
bottom cylinder) is illustrated in Fig. 5. As mentioned above, 
these values increase gradually with increasing spacing until 
they reach a maximum when the spacing is greater than about 
five times the cylinder diameter. From these results, the 
authors tried to deduce an empirical formula to predict the 
average Nusselt number for upper cylinder in two-cylinder 
array. To begin with, the functional relation Nu2„/ 
Ra'7' =f(x/d) was assumed by referring to Fig. 5. The 
function is required to satisfy the following two conditions: 

(0 f(x/d)=Cl atx/rf=l. (C, =0.261, see Fig. 5) 
(/(') f(x/d) = C2 when x/d is large 

Assuming the simplest equation that satisfies these conditions 
and determining the constants, the following equation can be 
obtained. 

Nu2oo/Ra'/4 =0.261(x/eO]/4[l-exp( -2.22/((.x/d)'A - 1))] (2) 

This gives, when x goes to infinity, Nu2o„/Ra'/' =0.58, which 
is slightly larger than the value for a single horizontal 
cylinder, i.e., equation (1). However, as indicated by the solid 
line in Fig. 5, it represents the measured values within the 
accuracy of ±9 percent in the range of x/d=\ to 15 at 
Gr = 1.2 x 105. The variations of the average Nusselt numbers 
for the downstream cylinders in arrays with lines more than 
two are also shown in the same figure. According to our 
visual observation, a flow field around a cylinder is always 
influenced, more or less, by a preceding line (or lines) and also 
the buoyant flow induced by lines which follow. This effect 
can obviously be seen in the behavior of heat transfer coef
ficients shown in this figure. For instance, the average Nusselt 
numbers of second cylinders in arrays with more than two 
lines are lower than two lines alone, especially for very small 
spacings. This lowering effect becomes, as seen in the figure, 
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insensible as the spacing increases. Also one can see in Fig. 5 
that the maximum value of the average Nusselt numbers for 
downstream cylinders in three- and five-line arrays are ap
proximately the same as the value of the upper cylinder in the 
two-cylinder system. Therefore, from the heat transfer point 
of view, it can be said from this result that when the spacing is 
large enough the downstream cylinders in arrays with more 
than two lines can be regarded as the same as the upper one in 
two-cylinder array. The reason may be that the heat transfer 
rate of a downstream cylinder in array with large spacing is 
determined more by the interference with the nearest up
stream cylinder rather than the entire array. In other words, 
when the spacing is large, heat transfer rates of the down
stream cylinders can be estimated to some extent from 
equation (2) which is appropriate for the upper cylinder of a 
two-cylinder array. 

3.1.3 Average Nusselt Number for a Whole Cylinder 
Array. By taking the arithmetic mean value of the Nusselt 
numbers for an array, the heat transfer from a whole cylinder 
array can be represented in the same functional form as is 
used for a conventional single cylinder and indicated in Fig. 6 
as a function of the spacing. It can be shown from this figure 
that the average Nusselt number for a whole cylinder array 
decreases considerably when the spacing is less than three 
times the cylinder diameter. On the other hand, when the 
spacing is larger than ten times the diameter, the heat transfer 
rate for an array cannot be promoted any more by increasing 
the spacing but also requires a larger space for installation. 
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between parallel plates:(a)b = 6d,(b)b = d 

For this reason, the suitable spacing ratio (b/d) for a heat 
exchanger having good heat transfer performance and 
compact in size was found to be about 6 for the cylinder 
diameters employed in this study. Figure 7 presents the data 
used in Fig. 6 but with the new variable [(b/d)/\,3]0055W as the 
abscissa. It shows that all the values for arrays with different 
lines can be represented by an S-shaped curve. As indicated in 
the figure, the solid line having a slope of 0.410 can represent 
the measured values for the new variable in the range 0.7 to 
1.2. Therefore, the following formula is available for 
predicting the average Nusselt number of an array in the 
linear part of the figure. That is, 

N 
Nu/v» = £ Nu;oo//V= 0.410 Ra'/4lrt([(6Ai)/1.3]0-055'v) + 0.434. 

/ = i 

(3) 
This equation represents the experimental data within ±10 
percent in the ranges of [(b/d)/\.3fMiN = 0.1 to 1.2 and 
Gr = 4 x l 0 4 t o 4 x l 0 5 . 

3.2 Heat Transfer Characteristics of Cylinder Arrays 
between Parallel Plates. A cylinder array was set between 
parallel plates with the center of the array located 500 mm 
above the bottom ends of the plates. The heat transfer 
coefficients of the cylinders in the array were defined using 
temperature difference between the surface of cylinder and 
the ambient room air. The coefficient defined here is an 
apparent one since its definition is not based on the con
ventional temperature difference. The radiation heat transfer 
between the cylinders and the surrounding wall surfaces can 
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be considered to be small in comparison with the total heat 
transfer rate and can be ignored. The variation of average 
Nusselt numbers of the cylinders—normalized by the value 
for a single horizontal cylinder in open space—with the 
distance between the parallel plates is presented in Fig. 8 for a 
cylinder array with five lines. The average Nusselt numbers 
for a whole cylinder array are also shown by the solid lines in 
the figures. From the figures, there is no effect of the plates 
for heat transfer promotion when the distance between the 
plates is larger than thirty times the cylinder diameter. It can 
also be seen in Fig. 8(a) that the average Nusselt number for 
the whole cylinder array with five lines has a maximum when 
the distance between the parallel plates is about three times 
the cylinder diameter. This indicates that at that distance 
between the plates the cylinder array attains the maximum 
chimney effect. The average Nusselt number of every cylinder 
set between the parallel plates with moderate distance is nearly 
the same when b = 6d (Fig. 8(a)). When b = d, however, the 
average Nusselt numbers for the downstream cylinders 
between the parallel plates are considerably smaller than that 
of the first one (Fig. 8(d)). This may be understood from the 
fact that the average Nusselt number for the first cylinder in 
array set between the parallel plates is considerably larger 
than that set in open space, while the heat transfer coefficients 
of the following cylinders after the bottom one remain almost 
in the same values as those set in open space. While the first 
cylinder in an array between the plates is always exposed to 
the induced air flow of ambient room temperature, the 
downstream cylinders are compelled to transfer energy to the 
hot air flow from upstream portions of the array. Therefore, 
the more downstream the cylinder is located, the smaller the 
average Nusselt number of the cylinder becomes when both 
the distance between the plates and the spacing of cylinders 
are small (see Fig. 8(b)). Consequently, if one intends the 
increase the heat transfer rate of the downstream cylinder, 
attaching various fins to the surfaces of cylinders seems to be 
very effective for the improvement on the heat transfer 
performance of a cylinder array between parallel plates when 
the spacing of cylinders is small. One can see from the figures 
that the spacing of cyinders is the most important parameter 
that affects heat transfer from a cylinder array between 
parallel plates, because the variation of the average Nusselt 
number with the spacing is greater than with the distance 
between parallel plates and with the number of cylinders in an 
array. 

In order to examine the benefit of promoting heat transfer 
by setting an array between the parallel plates, the ratio of the 
average Nusselt number for a whole cylinder array between 
the plates and that in free space is illustrated (Fig. 9) as a 
function of the distance between the plates. It can be seen 

106/Vol. 105, FEBRUARY 1983 Transactions of the AS ME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-

-

— 

S = 88.5 mm 

CO 

e 
0 8 

o 

a 

d=28.5 mm 

Ra=a88><10'' 

NuSCc=8.61 

Spac ing(=b) 

5-cy l inder ar ray 

3 -cy l inder ar ray 

l 

d 

9 

O 

e 
a> 

o 
a 

2d 

e 

a> 

0 0.5 1 
Xc/L 

Fig. 10 Change in Nusselt numbers versus elevation of an array 
between parallel plates 

from this figure that the heat transfer from a cylinder array 
set between the parallel plates increases by 10 to 15 percent 
from an array in open space when the spacing of cylinders is 
large and the distance between the plates is about two to six 
times the cylinder diameter. 

Figure 10 shows the effect of the location of the cylinder 
array between the parallel plates on the heat transfer rate. The 
heat transfer from the whole cylinder array increases when the 
array is placed in the lower portion of the plates. The reason 
may be that the chimney effect is promoted by setting the 
array in the bottom between the plates because of the increase 
in length of the path in which the hot air flows. The distance 
between the bottom of the plates and the surface of floor 
seems to have little effect on the heat transfer from a cylinder 
array except when the distance is extremely small; less than 10 
mm in these experiments. 

4 Conclusions 

Experiments were conducted on free convection heat 
transfer from horizontal cylinder arrays in a vertical line in 
open space and between parallel plates under a constant 
surface temperature condition. The following conclusions 
were drawn in this study. 

(/) The mutual interaction between heating cylinders in free 
space is most obvious at locations near the narrow regions 
between the cylinders. The heat transfer rates at 0 = 0 deg of 
downstream cylinders exhibit low values when the spacing of 
cylinders is small. But heat transfer rates increase as spacing 
increases, eventually exceeding values for a single horizontal 
cylinder. 

(ii) The average heat transfer coefficient of the first cylinder 

in an array in open space is almost the same as a single 
horizontal cylinder, regardless of the number of cylinders in 
the array, except when the spacing is less than the diameter of 
the cylinder. The average heat transfer coefficients of the 
downstream cylinders in an array in free space approach 
maximum values when the spacing is larger than five times the 
cylinder diameter. The empirical formula to predict the 
average Nusselt number for upper cylinder in a two-cylinder 
system was obtained in the form of equation (2). The average 
Nusselt numbers for the downstream cylinders in an array 
with more than two lines can be estimated to some extent by 
the same equation when spacing of cylinder is large. 

(Hi) The average Nusselt number for a whole cylinder array 
with two, three, and five lines in open space was expressed by 
experimental formula, equation (3). A recommendable 
spacing ratio (b/d) for a heat exchanger with good per
formance in heat transfer and compact in size was found to be 
about 6. 

(iv) When an array of cylinders was set between parallel 
plates, the spacing of the cylinders was the most important 
parameter that affected heat transfer from the array. The 
average Nusselt number for the first cylinder in an array 
between the plates greatly increases in comparison with that in 
free space. This results in an increase of the average Nusselt 
number for an entire array of cylinders by 10 to 15 percent in 
comparison with the case in open space. The overall heat 
transfer rate of an array considerably increases when the 
array is placed in the lower parts of the plates. 

Acknowledgment 

The authors wish to express their appreciation to Professor 
N. Seki, Hokkaido University, Japan, for his valuable 
suggestions, and also to Mr. Tatsuyuki Suzuki and Mr. 
Koichi Okada for their help in the experiments. 

References 
1 Katsuta, K., and Ishihara, I., "Natural Convection Heat Transfer from a 

Vertical Array of Cylinders," Proceedings of the 15th National Heat Transfer 
Symposium of Japan, 1978, pp. 208-210. 

2 Levy, S., "Integral Methods in Natural-Convection Flow," ASME 
Journal of Applied Mechanics, Vol. 22, 1955, pp. 515-522. 

3 Lieberman, J., and Gebhart, B., "Interactions in Natural Convection 
from an Array of Heated Elements, Experimental," International Journal of 
HeatandMass Transfer, Vol. 12, 1969, pp. 1385-1396. 

4 Marsters, G. F., "Arrays of Heated Horizontal Cylinders in Natural 
Convection," International Journal of Heat and Mass Transfer, Vol. 15, 1972, 
pp.921-933. 

5 Eckert, E. R. G., and Soehngen, E. E., "Studies on Heat Transfer in 
Laminar Free Convection with Zehnder-Mach Interferometer," AF Technical 
Report 5747, United States Air Force, Air Material Command, Wright-
Paterson Air Force Base, Ohio, 1948. 

6 Sparrow, E. M., and Niethammer, J. E., "Effect of Vertical Separation 
Distance and Cylinder-to-Cylinder Temperature Imbalance on Natural Con
vection for a Pair of Horizontal Cylinder," ASME JOURNAL OF HEAT TRANS
FER, Vol. 103, 1981, pp. 638-644. 

7 Marsters, G. F., "Natural Convective Heat Transfer from a Horizontal 
Cylinder in the Presence of Nearby Walls," Canadian Journal of Chemical 
Engineering, Vol. 53, 1975, pp. 144-149. 

8 Morgan, V. T., "The Overall Convection Heat Transfer from Smooth 
Circular Cylinders," in Advances in Heat Transfer, Vol. 11, Academic Press, 
New York, 1975, pp. 199-264. 

Journal of Heat Transfer FEBRUARY 1983, Vol. 105/107 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. Prusa 
Department of Mechanical and 

Industrial Engineering, 
University of Illinois, 

Urbana, III. 61801 

L. S. Yao 
Department of Mechanical and 

Aerospace Engineering, 
Arizona State University, 

Tempe.Ariz. 85287 
Assoc. Mem. ASME 

Natural Convection Heat Transfer 
Between Eccentric Horizontal 
Cylinders 
Laminar natural convection flow between vertically eccentric horizontal cylinders is 
studied numerically. The inner and outer cylinders are heated and cooled, 
respectively, to maintain constant surface temperatures. A physical model is in
troduced which accounts for the effects of fluid buoyancy as well as the eccentricity 
of the outer cylinder. A radial transformation is used to map the eccentric outer 
boundary into a concentric circle. Both eccentricity and buoyancy have a significant 
influence on the heat transfer and flow field of a fluid between horizontal cylinders. 
The effect of buoyancy, which enhances average heat transfer, increases with the 
Grashof number. Eccentricity influences the flow in two ways. First, by decreasing 
the distance between the two cylinders over part of their surfaces, it increases the 
local heat transfer due to conduction. Second, the eccentricity influences the 
convective mode of heat transfer. Results show that moderate positive values of 
eccentricity, enhance convective heat transfer. Results for a range of Grashof 
number are given, for varying eccentricity, for a radius ratio of 2.6 and a Prandtl 
number ofO. 706. Detailed predictions of the temperature and flow fields, and local 
heat transfer rates are given for representative cases. Also presented is the variation 
of average heat transfer rate and average shear stress with Grashof number and 
eccentricity. Comparisons with earlier numerical, experimental and analytic results 
are made. 

Introduction 

The prediction of heat transfer due to natural convection 
(and conduction) between eccentric cylinders is a problem 
which currently receives considerable attention from 
researchers in many diverse fields of applications. Examples 
range from determining the requirements for aircraft cabin 
insulation [1] to nuclear reactor design [2], Still other ap
plications are found in computations for thermal storage 
systems utilizing phase change materials. The problem also 
arises in energy transmission applications, such as in the use 
of pressurized gas for insulation in high-voltage electric 
transmission cables. More recently, it has been acknowledged 
that in water-cooled underground cables, "snaking" (due to 
the thermal expansion of the cable) causes the position of the 
cable to vary with respect to the outer pipe wall. As a result, 
heat transfer is modified by the eccentricity of the outer pipe 
relative to the cable [3]. 

Considerable experimental and theoretical work has been 
done on the flow and heat transfer due to natural convection 
between concentric cylinders. It appears that the basic effect 
of buoyancy on the fluid between concentric cylinders is to set 
it into a motion whereby two crescent-shaped convective cells, 
symmetric with respect to the vertical, are developed. Fluid 
immediately adjacent to the warm inner cylinder rises. Near 
the top of the inner cylinder, the fluid separates, forming a 
thermal plume. This plume rises to the top of the outer 
cylinder at \j/ = 180 deg, where it is cooled. The fluid im
mediately adjacent to the outer cylinder, being cooler, falls 
towards the bottom of the outer cylinder. As the falling fluid 
nears the bottom at \j/ = 0 deg, it encounters an adverse 
pressure gradient which forces it to separate away from the 
outer cylinder, and move towards the bottom of the inner 
cylinder. A cyclic motion is produced. This has a marked 
effect on the heat transfer, since the mode of transfer 
develops from one of pure conduction to one of mixed 
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convection and conduction. The net result is an increase in 
overall heat transfer, with maximum local heat transfer rates 
occurring at the bottom (\p = 0 deg) of the inner cylinder, and 
top (\p = 180 deg) of the outer cylinder. A measure of the 
relative strength of the convective cells, and subsequently of 
average heat transfer, is the Grashof number, Gr. As Gr 
increases, the convective mode dominates the conductive 
mode, with large increases in average heat transfer resulting. 

While experimental work in the sixties (Liu, Mueller, and 
Landis [4], among others) and earlier tends to agree with this 
picture of fluid motion for low to moderate values of Gr, 
disagreement occurs for high values of Gr, particularly in 
regard to the transition from laminar to turbulent flow. 
Powe, Carley, and Bishop [5] attempted to draw together 
these disparate results. They noted that there appeared to be a 
transition Grashof number, above which the laminar con
vective motion abruptly changed its character. The nature of 
the change varied from oscillations of the convective cells, to 
the formation of two-dimensional separated vortices at the 
top of the annular region between the cylinders, to the for
mation of three-dimensional spiral vortices along the walls of 
the outer cylinder. At even higher values of Gr, each of these 
unsteady laminar flows developed into turbulent flow. By 
designing an experiment to clearly distinguish these three 
types of unsteady flow, they were able to develop a flow 
regime map which predicts the particular type of unsteadiness 
to appear at the transition Gr. 

Theoretical results in the form of analytical and numerical 
solutions are also available in the literature. Mack and Bishop 
[6] determined the first three terms of a perturbation solution 
in terms of the Rayleigh number. They found the effect of 
Prandtl number, Pr, on the flow to be of fourth-order 
globally. For very low Pr (liquid metals), secondary con
vective cells were predicted. However, these have only a minor 
effect on the heat transfer rates, since for liquid metals heat 
transfer occurs primarily by conduction. The perturbation 
solution also predicts the formation of two-dimensional 
separated vortices at the top of the annular region, although it 
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does not generally agree quantitatively with the ex
perimentally observed transition Gr. This higher order in
fluence of Pr on global heat transfer rates is also predicted by 
a perturbation solution for natural convection between 
concentric spheres [7]. All of the results so far considered use 
isothermal boundary conditions. Rotem [8] generated a 
perturbation solution for the concentric case using conjugate 
boundary conditions. In this model, a priori boundary 
conditions (e.g., isothermal, or constant heat flux) are not 
used; the values of temperature on the boundary are coupled 
with the fluid motion. 

Abbott [1] computed a numerical solution valid for con
centric cylinders with large aspect ratio, L, using a matrix 
inversion method. Other numerical solutions are those of 
Kuehn and Goldstein [9] and Powe, Carley, and Carruth [10]. 
Kuehn and Goldstein's numerical results were verified ex
perimentally, using a Mach-Zehnder interferometer. This 
allowed visualization of the temperature field. 

Further experimental studies have considered the effects of 
density inversion [11] and constant heat flux boundary 
conditions [3]. 

More recently, investigations for the eccentric case have 
begun. Kuehn and Goldstein [12] developed a correlation for 
the average equivalent conductivity, keq, for a large range of 
Pr, radius ratio, and Rayleigh number. Based on boundary-
layer analysis, it approaches the correlation for heat transfer 
from a free horizontal cylinder as the radius ratio F —• oo (a 
remains finite) and the correlation for quasisteady heat 
transfer to the fluid within a horizontal cylinder as F — oo (b 
remains finite). Kuehn and Goldstein [13] measured the ef
fects of eccentricity on local and average equivalent con
ductivities. The equivalent conductivity is the ratio of heat 
transfer from convection and conduction (eccentric case) to 
that of heat transfer from pure conduction (concentric case). 
Yao [14] developed a perturbation solution for slightly ec
centric cylinders, using a two-parameter expansion in terms of 
eccentricity and Rayleigh number. 

Apparently, the average heat transfer is enhanced for 
positive values of eccentricity (center of outer cylinder lies 
above center of inner cylinder) and is decreased for moderate 

negative values of eccentricity. This can be understood when 
one considers: 

(/) that the size and strength of the convective cells increase 
with eccentricity; and 

(/'/) that the relative importance of convection and con
duction varies with eccentricity. 
The average heat transfer does not decrease monotonically 
with eccentricity, e, for all values of e < 0. As e decreases 
towards its minimum value of —\/L (cylinders touch at ^ = 
180 deg), conduction contributes more and more to the 
average heat transfer. Ultimately, its contribution will in
crease enough to completely offset the loss in strength of the 
convective cells, and the average heat transfer will begin to 
increase wtih decreasing e. Thus, one observes that a critical 
eccentricity ecril exists whereby the average heat transfer is at a 
minimum for given values of F, Pr, and Gr. Heat conduction 
also becomes important as e increases towards its maximum 
value of \/L (cylinders touch at \p = 0 deg). For positive 
eccentricity, we see a small gradual increase in average heat 
transfer as e increases from zero. Convection dominates the 
heat transfer, so the result is little different from the con
centric case. As e approaches its maximum value, however, 
conduction plays a more important role. Eventually it 
dominates the convective mode, and forces the average heat 
transfer to increase rapidly with e. 

The present paper is motivated by interest in demonstrating 
the effects of eccentricity as well as buoyancy in the flow 
between two cylinders. The formulation of the problem 
follows the method proposed by Yao [14] with a slight 
modification necessary for the numerical procedure. The 
details of the method are described in the next section. We 
wish to point out that our formulation is very general and is 
suitable for various natural convection problems involving 
two-dimensional bodies of arbitrary shapes. The formulation 
can handle moving boundaries as well. Extension of the 
method to include the capability of adopting a variable-mesh 
system according to local gradients of some predetermined 
physical quantities are discussed in [15]. The generalized 
method has the same capability as the "Solution-Adaptive-
Grids" (SAG) method originally proposed by Thompson et 

N o m e n c l a t u r e 
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dimensionless stream 
function, flv 
radius ratio, b/a. 
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thal velocity, vl(via) 
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dummy variables 
thermal diffusivity 
coefficient of expansion 
average dimensionless 
shear stress along inner 
cylinder 
average dimensionless 
shear stress along outer 
cylinder 
dimensionless eccen
tricity (see Fig. 1), ila 
critical eccentricity 
(value of e for which Req 

is a minimum) 
kinematic viscosity 
arbitrary dependent 
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dimensionless angular 
coordinate 
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180° 

Fig. 1 Physical plane 

al. [16], but requires much less effort, computer time, and 
storage. At the end of the next section, the formulation is 
applied to the specific problem at hand, natural convection 
between two eccentric cylinders. Extension of the method to 
phase change problems around a heated horizontal cylinder 
whose outer boundary is not known a priori will be reported 
separately [17]. 

A numerical method is applied to study the flow and 
temperature fields. The numerical solution covers a wide 
range of e and Gr. The upper limit of Gr is selected to insure 
that the natural convection is laminar and to exclude the cases 
of transitional natural convections. The numerical solution 
compliments the earlier perturbation solution [14], as well as 
the experimental data [13]. 

Two recent publications came to our attention after this 
study was completed. Projahn, Rieger and Beer [18] applied 
the SAG method to study this problem. This required that two 
additional elliptic partial differential equations, besides those 
describing the physical problem, be solved to generate the 
body-fitted coordinates. The complication of the numerical 
procedure used by Projahn et al. is rather obvious. Cho, 
Chang and Park [19] have solved this problem concurrently 
using bipolar coordinates. Unfortunately, in bipolar coor
dinates, the equations are singular for concentric cylinders. 
Nevertheless, their solutions promote understanding of the 
phenomenon of natural convection between two eccentric 
cylinders. Gur results are the first to detect the point of 
minimum heat transfer which exists at the critical eccentricity. 
Furthermore, the excellent agreement with pre-existing ex
perimental, numerical, and analytical work serves to con
vincingly verify the radial transformation method. 

Analysis 

The analysis begins by considering the basic equations for 
steady laminar flow in polar coordinates^ The dimensional 
variables are vorticity OJ, streamfunction, / , and temperature, 
f. 

The radius of the inner cylinder is denoted by a. The radius 
of the outer boundary, as measured from the pole (see Fig. 1), 
is denoted by R. As a result, boundary conditions for the 
dimensional equations can be written as 

T=T„f=0,u=-^ at / = a (la) 

f=To,f=0,Z>=-

dr2 

dr2 R2 H2 at f=R (lb) 

The vorticity boundary condition at f = R differs from the 
traditional condition which occurs at r = a. Since R varies 
with \p, the coordinate system is not aligned with the outer 
boundary. As a result, d2f/d\j/2 is nonzero there and must be 
retained in the boundary condition. 

The essence of the method lies in the use of dimensionless 
coordinates which transform the irregularly shaped annulus 
into the interior of the unit circle. The outer boundary f = R 
is transformed into the unit circle r = 1, while the inner 
boundary f = a is transformed into the pole r = 0 (see [14]). 
This transformation uses a variable radial length scale, which 
in dimensionless form is called the gap function B = (R~ 
a) I a. 

aB 
,i/'=i/' (transformation) (2) 

This transformation has been successfully used in calculating 
the short time solution for phase-change problems around a 
hot horizontal cylinder [20, 21]. 

Equations (2) are substituted into the dimensional 
governing equations. After reorganizing like terms, the 
following dimensionless governing equations result 

1 aq.o) 
r+l/B d(r,^) 

( V ? - A f ) u - f i ' G r [; 
/ rB'cos^\ dTl 

V r rB+1 ) M\ 

cos ip dT 

+ 1/B dr 

rB + 

d(f,T) _ 1 

r+l/B d(r,\P) Pr 

1 
(V}-MT) 

( V f - -M) f=-B2o 

(3a) 

(3b) 

(3c) 

where 

•1 

B(r+l/B) 

, d2 

(--
rB' df\ 1 df 

land v = B dr/ B dr 

• + 
1 

+ 
1 

dr2 ' r+l/B (r+l/B)2 d^2 ' 

1 VlrB' d2 

M= 
(r+l/B)- [• B d^dr 

r2B'2 /B" 2B'2\ d _ r2B'2 d2 1 

d(P,Q) dP dQ dQ dP , dB. cfB 
* = - — — and B' = — ,B" = —T 

d(x,y) dx By dy dx dip ay/2 

Note the appearance of the differential operator, M. It 
represents the effects of irregularities in the shape of the outer 
boundary. M vanishes when e = 0. Consequently the 
governing equations reduce to those for concentric cylinders 
whene = 0(B' = B" = 0). 

The dimensionless boundary conditions are 

r = i , / = o , co= B2 dr2 at r = 0, 

T=Q, / = « . « = - 7 * 
1 

¥ i + 
B' d2/ 

dr2 at r=l 

(4a) 

(4b) 
(l+B)2. 

Note that a d2f/d\p2 term does not appear in the vorticity 
boundary condition at r = 1. This is indeed consistent with 
the dimensional version, equation (lb). What happens is that 
the nonzero d2f/d\p2 term in (lb) contributes a d2f/dr2 term to 
equation (4b). This is seen to be the second term inside the 
brackets. Additional d2f/d\[/2 and d2f/drd\[/ terms vanish in 
the transformed plane, because the boundary is aligned with 
the coordinate system in the transformed plane. 

Note that if the outer boundary has a known elementary 
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Fig. 2 The effect of mesh refinement on local equivalent conductivity 

geometric form, that R may then be determined a priori. For 
the present case, the outer boundary is a cylinder which is 
vertically offset with respect to the pole. The radius of this 
cylinder is denoted by b. The distance by which the outer 
cylinder center is offset from the pole is denoted by the ec
centricity e. R can then be defined in terms of >/-, a, b, and <= as 

R(h a,b,e) = (b2-e2 sin2^) l / 2 - e cos i/> (5a) 

Because only vertically eccentric cylinders are being con
sidered, the flow and temperature fields are symmetric with 
respect to the vertical. Consequently 

dT 
= 0, / = w = 0 at i/- = 0, 180 deg (56) 

If horizontally eccentric cylinders were to be considered, R 
would have to be appropriately modified, and the boundary 
conditions along \p = 0 and 180 deg would be replaced with 
appropriate boundary conditions along \p = 0 and 360 deg. 

Details of the numerical method and computational 
procedure can be found in [17], The range of computation 
covers the values -1.0431 < e < 0.9968 and 0 < Gr < 
16,900 for F = 2.6 and Pr = 0.706. The choices for F, Pr, 
and extrema of e and Gr match specific experimental results 
by Kuehn and Goldstein [13], allowing direct quantitative 
comparisons to be made. 

A measure of the accuracy of the method is given by the 
energy balance between the inner and outer cylinders. This 
indicated that for a given computational mesh, errors in
creased with Gr and positive values of e. In the results that 
follow a (21x25) computational mesh (21 radial and 25 
angular nodes) was used for all low Gr computations. For 
large values of Gr or intermediate Gr with large positive e, a 
(31 x 49) mesh was used. Finally, for the cases of large Gr and 
large positive eccentricity, a (51x97) mesh was employed. 
The need for increased mesh resolution is clearly seen in Fig. 
2. 

Results and Discussion 

Buoyancy and eccentricity effects may be divided into two 
categories: global and local effects. The average heat transfer, 
in the form of an equivalent conductivity and the average 
shear stresses on the inner and outer cylinders (denoted by 7, 
and y0, respectively) are global parameters characteristic of 
the flow. 

Average Equivalent Conductivity. In order to compare our 
data with earlier results, we present the average heat transfer 
rate in the form of an equivalent conductivity 
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Fig. 3 The effect of Gr on average equivalent conductivity 

km = Nu/Nu r and Nuri 1/cos/r ...„ . , ucond = x / « » „ -' [(1 + K2 )/(2K)] (6) 

where Nu is the average Nusselt number and Nucond is the 
Nusselt number for the concentric annuli case with Gr = 0. 

By integrating the local heat flux along the inner cylinder in 
the physical plane, and then nondimensionalizing, we find 

- 1 f* 1 dT 
l = 

TY Jo 

N u = - di (la) 
B dr 

On the other hand, an energy balance requires that the 
average Nusselt number based upon the outer cylinder have 
the same value. So one may alternately integrate around the 
outer cylinder, nondimensionalize, and find 

I f T . B'2 1 (1+5) dT 
~~B Tr 

Nu 
7T J 0 L 

t # (lb) 
d+B)2 

The variation of average equivalent conductivity with Gr 
and e is shown in Fig. 3. The curve corresponding to e = 0 
represents the concentric cylinder case. Experimental data 
(using pressurized nitrogen) from Table 1 of [13] for con
centric cylinders is plotted for comparison. We observe that 
the experimental data and our numerical results agree fairly 
well. 

The strength of the convective cells increases with the 
magnitude of the buoyant force. Thus, the convective heat 
transfer, and hence the average equivalent conductivity, 
increase with Gr. From Fig. 3, we observe that this is true for 
all values of eccentricity considered. 

Just as an increase in Gr means an increase in convective 
heat transfer, an increase in the absolute magnitude of e 
means an increase in conduction heat transfer. However, 
positive values of e will enhance the buoyant effect while 
negative values will decrease it. This is simply a geometrical 
effect. 

For positive values of e, this means that keq will always be 
greater than for the concentric case. This is clearly observed 
for the e = 0.52 and e = 0.9968 curves in Fig. 3. Note also 
that these curves tend to approach the concentric case, e = 0, 
as Gr increases. Convection becomes more important than 
conduction, for a given e, as Gr increases. Ultimately, con
vection dominates the heat transfer mechanism, and the 
average heat transfer rate is determined only by the strength 
of the convective cells. 

Negative values of e initially cause a decrease in keq. This 
occurs because the geometrical configuration of the cylinders 
becomes less favorable for convection as e decreases from 
zero. Heat transfer by conduction, on the other hand, in
creases as e decreases from zero because the cylinders ap
proach each other along \p = 180 deg. At first, this increase in 
conduction as e decreases from zero is not enough to counter 
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Fig. 4 The effect of < on the average equivalent conductivity 
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Fig. 5 The variation of average equivalent conductivity with 
small values of Gr 
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the loss in convective heat transfer. As a result, keq decreases. 
As e continues to decrease, however, conduction continues to 
increase. At a critical value of eccentricity ecrit, the increase in 
conduction is enough to offset the decrease in convection. At 
this point, keq has reached a minimum value. The set of ecril 

for all Gr produces an envelope of minimum heat transfer, 
which is shown in Fig. 3. For values of e < ecrit» conduction 
heat transfer increases rapidly enough, with decreasing e, to 
actually cause keq to increase. For example, our numerical 
results indicate that ecri, = -0 .40 for Gr = 1000. The en-
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-400 

Fig. 6 The effect of i and Gr on average shear stress 

velope is terminated at Gr = 5000 since at this point ecri, goes 
beyond the range of the computations. 

The variation of keq with e for constant values of Gr is 
explicitly shown in Fig. 4. 
minimum value of km which occurs at e 

One can observe directly the 
ecric For very 

small Gr, heat transfer is dominated by conduction. The lines 
of constant Gr appear symmetrical about e = 0. As Gr in
creases, the effects of convection increase keq overall. As a 
result, the cylinders must approach each other (i.e., become 
eccentric) in order for conduction effects to become 
significant. This is why ecrit recedes from e = 0 as Gr in
creases. 

Figure 5 is a small Gr extension of Fig. 3. It compares the 
present numerical results with the perturbation solution (a 
two parameter expansion in terms of Rayleigh number and 
eccentricity) by Yao [14]. Yao's solution correctly predicts the 
qualitative variation of keq with Gr and e throughout the 
region of Fig. 5. The perturbation solution clearly shows the 
existence of ecri(, a value of eccentricity (given Gr and K) for 
which keq is minimum. However, good quantitative 
predictions of keq (say within 5 percent of the numerical 
results) appear only for Gr < 200 and e < 0.2. 

The analytical values for keq, as given by 

keq = cos/,-1 [(1 + K2 - e2)/(2K)]/Numnd (8) 

for Gr = 0 are also plotted in Fig. 5. Equation (8) is deduced 
by using a conformal transformation to solve the pure 
conduction problem between eccentric cylinders. Finally, the 
experimental results of Kuehn and Goldstein [13] for e = 0 in 
the region of small Gr are shown. 

Average Shear Stress. y, denotes the average shear stress 
exerted by the fluid on the inner cylinder, and y0 denotes the 
average shear stress exerted on the outer cylinder. By in
tegrating the local shear stress along the inner cylinder in the 
physical plane, and then nondimensionahzing, it is found that 

i f i a2/1 7,= - - - r - 4 d$ (9a) r' TTJO B2 dr2 \r=o Y 

The calculation of the average shear stress, ya, along the outer 
cylinder is found in similar fashion. One now integrates the 
local shear stress along the outer cylinder in the physical 
plane, and nondimensionalizes to find 

- 1 f r B'2 1 -[/2 r IB'2 

^ - U 1 + 7TWJ V Kir 

B'4 

(T+BT 

i + 
a+Bf 

d+B) d2f I 

B2 dr2 W (9b) 
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The variation of average shear stresses is shown in Fig. 6. 
Both 7, and y0 increase with Gr for given values of e. This is 
to be expected, since the magnitude of the buoyant force and 
hence the strength of the convective cells increases with Gr. 
Both average shear stresses also generally increase with e for 
given values of Gr because the geometric configuration of the 
two cylinders becomes more favorable for convection as e 
increases. Curiously, however, this trend does not continue in 
all cases. For moderate values of Gr, 7, actually begins to 
decrease slightly as e approaches a value of 1. Apparently, the 
annulus at its bottom (1^ = 0 deg) has become narrow enough 
to inhibit the motion of fluid there. The higher Gr cases do 
not show this type of behavior because the buoyant force is 
strong enough in these cases to still push the fluid through this 
narrowed region. 

Flow Field. The motion of the fluid provides one way to 
observe the local effects of eccentricity and buoyancy. 

In Fig. 7, these effects are vividly portrayed in plots of lines 
of constant stream function. The increment between the 
streamlines is held constant for all three cases of eccentricity. 
Consequently, the shape, magnitude, and location of the 
convective cells for varying values of e for Gr = 16,900 are 
easily compared. 

Figure 1(b) shows the e = 0 case. Here, one observes that 
the convective cell, shaped like a crescent, lies above the 
centered \p = 90 deg position (creeping flow solution). 

Figure 1(a) depicts the lines of constant stream function for 
the case of positive e. The convective cell is both larger and 
stronger than in Fig. 1(b). The effect of the more favorable 
geometry is clearly evident. Note also that the center of the 
cell has moved closer towards ^ = 180 deg relative to Fig. 
1(b). This is also characteristic of a stronger convective 
motion. 

The effect of negative e is shown in Fig. 7(c). Here the 
convective cell center has moved towards \p = 0 deg, relative 
to Fig. 1(b). The cell is also less powerful than in the con
centric case. Clearly, this geometric configuration of the two 
cylinders inhibits convective motion in the fluid. 

In each case, the motion of the fluid is clockwise. 
Stagnation points occur on the outer cylinder at ^ = 180 deg 
and on the inner cylinder at \j/ = 0 deg. Consequently, the 
local heat transfer rates for the inner and outer cylinders are 
at their maximum values near these two points. Flow 
separation occurs on the bottom of the outer cylinder near i/< 
= 0 deg and on the top of the inner cylinder near \p = 180 
deg. As a result, the local heat transfer rates are at their 
minimum values at these two points. 

Temperature Field. Plots of the temperature field provide 
another way to observe the local effects of eccentricity and 
buoyancy. Figure 8 shows the variation of position of 
isotherms with eccentricity for Gr =' 16,900. 

The e = 0 case is shown in Fig. 8(b). The presence of 
convection is seen in this figure as a temperature inversion. 
For example, the isotherm leaving the inner cylinder bound
ary layer near \p = 90 deg first rises, then falls, and finally 
rises again as r increases. This is a viscous effect. As fluid near 
the bottom of the inner cylinder (i/< = 90 deg) is heated and 
rises along the inner cylinder, it carries along, in part, cooler 
adjacent fluid because of viscous drag. On the other hand, as 
fluid near the top of the outer cylinder (\p = 180 deg) is cooled 
and descends along the outer cylinder, it drags along warmer 
adjacent fluid. The net effect is a region of relatively cooler 
fluid just outside the warm boundary-layer along the outer 
cylinder. 

The boundary-layer around the inner cylinder separates 
away from it in the topmost region of the annulus, and forms 
a thermal plume there. This can be seen as isotherms which 
move away rapidly from the inner cylinder near \p = 180 deg. 

€ = . 9 9 6 8 £ = 0 . 0 £ = -1.0431 

Fig. 7 Lines of constant stream function for Gr = 16,900 

£ = . 9 9 6 8 £ = 0 . 0 £ = -1.0431 

Fig. 8 Lines of constant temperature for Gr = 16,900 

In the bottom of the annulus (near \p = 0 deg), a stagnant 
region exists. This region of small convection corresponds to 
the thermally stable fluid between two flat plates, of which the 
top one is the warmer. 

Figure 8(0) shows the effects of positive eccentricity. The 
temperature inversion and thermal plume are more 
pronounced than in 8(b). The two cylinders are very close to 
each other along \jj = 0 deg. In this region, the effects of 
convection are diminished, and the shape of the isotherms are 
largely determined by the conductive mode of heat transfer. 

The effect of negative eccentricity is shown in Fig. 8(c). The 
less favorable geometry between the two cylinders inhibits 
convection. Thus the isotherms show smaller temperature 
inversions when compared to the concentric case, Fig. 8(b). 
The thermal plume is absent and conduction is the dominant 
heat transfer mechanism at the top (near 4> = 180 deg). The 
bottom of the annulus (near ^ = 0 deg) exhibits an enlarged 
stagnant region of fluid. Although convection is weak in this 
region, conduction heat transfer is not dominant due to the 
large separation between the cylinders here. Consequently, 
the isotherms are not as uniformly spaced as they would be if 
conduction were the dominant heat transfer mechanism in 
this region. 

Our experiences indicate that the shape of the isotherms 
provide a sensitive test on the resolving power of the mesh 
used to obtain the numerical solution. The overall features of 
the isotherm plot are generally correct even using the coarsest 
mesh (21x25 nodes). This is in direct contrast to the 
multicellular results shown in Fig. 14 of Projahn et al. [18]. 
However, minor departures from the interferograms of 
Kuehn and Goldstein (Fig. 2 of [13]) occur in the region of the 
thermal plume for the non-negative eccentricity cases. The 
isotherms do not separate from the inner cylinder rapidly 
enough in the numerical computation, using the coarsest 
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Fig. 9 Variation of temperature with r along lines of constant \j, 

mesh. The comparison becomes better as finer meshes are 
used. But even Figs. 8(a) and 8(£>), which are based on the 
numerical solution using the finest mesh, fail to precisely 
match the isotherms in the thermal plume region, as revealed 
in the interferograms. Apparently, the resolution of this mesh 
is still insufficient in this region. The thermal plume requires 
very high resolution in the direction perpendicular to its axis. 
A high enough resolution may not be practicable with the 
present generation of computers, in view of the extreme 
computation time required for the finest mesh (51 x 96 nodes) 
used. 

Figure 9 shows the temperature along rays of constant \p, as 
r varies from 0 to 1. For comparison, the effects of ec
centricity alone are shown in Figs. 9(a) and 9(b). In both 
figures, the temperature profile for the concentric case lies 
midway between the i/< = 0 deg and \p = 180 deg curves, and 
slightly above the \p = 90 deg curves. Figure 9(a) demon
strates the effect of positive eccentricity. Physically, the two 
cylinders lie closer together along \p = 0 deg than they would 
in the concentric case. As a result, along \j/ = 0 deg, the region 
locally appears flatter than in the concentric case. The 
temperature profile along \p = 0 deg approaches the 
straightline result for a plane wall. Along \p = 180 deg, 
curvature effects become enhanced, and the profile curves 
more than the logarithmic solution for the concentric case. 
The effect of negative eccentricity is precisely the same, except 
that the "sense" of the solution is changed. In this case, the 
two cylinders are closer together along \p = 180 deg than they 
would be in the concentric case. Consequently, Fig. 9(b) looks 
like an inverse of Fig. 9(a). Note that both figures compare 
extremely well with the analytical (conformal transformation) 
results. 

Figure 9(c) demonstrates the effect of buoyancy. Steep 
gradients along the walls have appeared, indicating an in
crease in heat transfer. The temperature inversion (due to 
convection [9]) is clearly shown for intermediate values of ^, 
Comparison is made with the numerical reuslts of [9], 
Agreement is very good except at \p = 180 deg. This may be 
due to their use of a variable stepsize for \p near \p = 180 deg, 
since variable stepsizes increase the formal truncation error 
[22, 23, 24]. The experimental results of [13] for \p = 180 deg 
are also included in Fig. 9(c) for comparison. Although the 
experimental data does not unambiguously support one 
numerical solution over the other, the present results seem to 
predict the gradient near r = 0 more correctly. 

Figure 9(e) shows the combined effects of positive ec
centricity and buoyancy. The resulting more powerful con-
vective cells keep the fluid hot closer to the outer cylinder. 
This results in increased temperature gradients and heat 
transfer for larger values of \p. For smaller values of i/<, 
convection is suppressed. The temperature inversion at \j/ = 
45 deg disappears, while conduction contributes appreciably 
to the profile at 4> = 0 deg and makes it everywhere hotter 
than the i/< = 45 deg profile. 

The influence of negative eccentricity combined with 
buoyancy is shown in Fig. 9(d). The temperature gradients 
and thus heat transfer now generally appear smaller. Con
vection is greatly suppressed for high values of \p. There 
simply is not much room for fluid to flow here. Note that the 
temperature profile along ^ = 180 deg is closer to a con
duction profile than one due to convection. Clearly, con
duction has become dominant in this region. The profile at $ 
= 135 deg is strongly influenced by conduction and exhibits a 
peculiar bulge because of this. The remaining profiles are all 
quite similar to the concentric case, except that they are more 
subdued, for convection is not quite so strong in the negative 
eccentricity case. 

The temperature profiles in Fig. 9(d) and 9(e) are compared 
with the experimental data of [13]. Agreement between the 
experimental results and our numerical results appear 
satisfactory. 

Local Equivalent Conductivity. Figure 10 shows plots of 
the local heat transfer rates, in the form of equivalent con
ductivities, along the inner and outer cylinders, denoted here 
by keqii and keqo. For comparison, the effects of eccentricity 
alone are shown in Figs. 10(a) and 10(b). The local equivalent 
conductivity for the concentric case would be the straightline 
keq,i/keq,o = 1- Figure 10(a) shows the effect of positive ec
centricity. Both keqJ and keq-0 display maxima at t/- = 0 deg, 
and minima at f = 180 deg. This is simply because the 
cylinders are closest together along ^ = 0 deg and furthest 
along \p = 180 deg. Figure 10(b) shows the effect of negative 
eccentricity. It is precisely the same as that of positive ec
centricity, except that the "sense" of the solution is changed. 
Note that both figures compare extremely well with the 
analytical (conformal transformation) results. 

Figure 10(c) demonstrates the effect of buoyancy. The data 
suggest that three regions exist, each with a different influence 
on the boundary-layer along the walls, and consequently, on 
the equivalent conductivity. Along the inner cylinder, keqj is 
maximum near the stagnation point (i/< = 0 deg), and 
minimum near the separation point (\p = 180 deg). Note that 
keqJ does not immediately start to drop as \p increases from 
zero. This is the result of a favorable pressure gradient along 
the boundary-layer, as it moves away from the region of 
stagnant fluid (and relatively higher pressure). The favorable 
pressure gradient keeps the boundary-layer from thickening 
and, in fact, even causes it to narrow slightly around \p = 50 
deg. The result is that the local heat transfer rate, hence keqj, 
remains nearly constant in the region from 0 deg < \p < 50 
deg, with a slight maximum at \p = 50 deg. For 50 deg < \p < 
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130 deg, the boundary-layer enters a second region where it 
encounters a zero pressure gradient. The boundary-layer 
begins to thicken, and the local heat transfer rate begins to 
drop. This appears in Fig. 10(c) as a more or less uniform 
drop in keqJ for 50 deg < \// < 130 deg. The boundary-layer in 
this second region behaves like the natural convection 
boundary-layer in buoyancy-induced flow past a vertical wall. 
As the boundary-layer along the inner cylinder moves beyond 
i/< = 130 deg, it enters a third region where it encounters a 
region of adverse pressure gradient. The boundary-layer 
thickens more rapidly, and eventually separates from the 
inner cylinder near ^ = 180 deg, forming a thermal plume. 
This appears in Fig. 10(c) as a more rapid drop in keqj. 

Along the outer cylinder, keqi0 is maximum near the 
stagnation point (\p = 180 deg) and minimum near the point 
of separation (\p = 0 deg). Note that keqo is quite large at \j/ = 
180 deg. Fluid in the boundary-layer near the stagnation point 
cools off very rapidly. Because of this, keqo does not stay 
roughly constant even though the boundary-layer is in the 
region of favorable pressure gradient as \j/ decreases from 180 
deg. Not enough thermal energy is left in the boundary-layer 
fluid to allow the high rate of heat transfer to continue very 
long as \j/ decreases from 180 deg. The boundary-layer enters 
the natural convection region of zero pressure gradient near f 
= 140 deg. This is reflected in Fig. 10(c) as a change in slope 
of the keqo curve. Finally, the boundary-layer approaches the 
region of stagnant fluid and its associated adverse pressure 
gradient. This appears in Fig. 10(c) as a leveling off of keqo at 
\p = 40 deg. 

Figure 10(c) shows the effects of positive eccentricity. The 

local equivalent conductivity along the inner cylinder is quite 
similar to the concentric case. The difference is that the more 
powerful convective cell is able to maintain the favorable 
pressure gradient for a greater distance along the inner 
cylinder. This results in keqj being roughly constant in the 
interval 0 deg < \p < 100 deg, with the maximum occurring at 
i = 100 deg. 

Again, keq>0 along the outer cylinder is very similar to the 
concentric case; the difference occurs near \p = 0 deg. As the 
boundary-layer encounters the adverse pressure gradient in 
the region of stagnant fluid, keqo can be seen to level off in 
Fig. 10(e) at ^ = 70 deg. The value of ke%0 which the curve 
levels off at is greater than the corresponding value in the 
concentric case. This is because convection affects this region 
more strongly than it does in the concentric case. However, as 
4> decreases below 30 deg, keQi0 begins to increase toward a 
local maximum at i/< = 0 deg. This is inconsistent with a flow 
separating from the outer cylinder at i/< = 0 deg. It is the result 
of conduction; since the two cylinders are so close in this 
region, conduction becomes an important heat transfer 
mechanism. 

The effects of negative eccentricity are shown in Fig. 10(d). 
In this case, keqi along the inner cylinder immediately begins 
to decrease as \p increases from 0 deg. The convective cells are 
now too weak to produce a pronounced region of favorable 
pressure gradient. The boundary-layer begins to thicken 
immediately, and so the local heat transfer rates decrease as 
soon as \p increases from 0 deg. keqii continues to decrease as \[/ 
increases until it reaches a minimum at i/< = 150 deg. At this 
point, keqi increases toward a local maximum at i/< = 180 deg. 
This effect is again due to conduction, which becomes im
portant as the cylinders approach each other near t/< = 180 
deg. 

The leveling off of keq_„ along the outer cylinder (due to 
adverse pressure gradient) again occurs in Fig. 10(eO for \p < 
30 deg. Note that the value of keqj0 at which the curve levels 
off is the lowest of Figs. 10(c), 10(d), 10(e). This is a clear 
indication that convection has the least influence in the region 
of stagnant fluid (near \p = 0 deg) when the eccentricity is 
negative. Near the top of the annular region (4> = 180 deg), 
keqi0 exhibits a peculiar behavior. The maximum occurs not at 
\p = 180 deg but at \p = 130 deg. keqjD is a local minimum at \j/ 
= 180 deg. This can be explained by considering that the 
region between the cylinders becomes quite narrow as 4> 
approaches 180 deg. This inhibits the motion of the fluid. The 
result is a premature maximum in convection heat transfer. 
As \p increases beyond this value, the contribution of con
vection heat transfer to keQi0 decreases. However, conduction 
heat transfer becomes more important and helps to keep keqi0 

from dropping considerably 
The predictions for k, 

are compared with the experimental data of [13]. Agreement 
between experimental results and the numerical results 
generally appear satisfactory. 
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Natural Convection Heat Transfer 
of Water Within a Horizontal 
Cylindrical Annulus With Density 
Inversion Effects 
The effect of density inversion on steady natural convection heat transfer of cold 
water, between two horizontal concentric cylinders of gap width, L, is studied 
numerically. Water near its freezing point is characterized by a density maximum at 
4°C. Numerical solutions are obtained for cylinders with nonlinear Rayleigh 
numbers RA ranging from 2 x 103 to 7.6 x 104, a radius ratio 1.75 < ra < 2.6 and 
an inversion parameter y, relating the temperature for maximum density with the 
cavity wall temperatures, between —2 and 2. The results obtained are presented 
graphically in the form of streamline and isotherm contour plots. The heat transfer 
characteristics, velocity profiles, and local and overall Nusselt numbers are studied. 
The results of the present study were found qualitatively valid when compared with 
an experimental investigation carried out in the past. 

1 Introduction 

The steady laminar natural convection in a horizontal 
concentric cylindrical annulus has been studied in the past 
both analytically and experimentally [1-3]. In all those in
vestigations, a linear relation between fluid density and its 
temperature has been assumed, such an assumption being 
acceptable for most fluids. However, in the case of water near 
its freezing point a linear relationship is not justified. In fact, 
the density of water reaches a maximum value at 3.98°C, 
thereafter decreasing with decreasing temperature. It results 
from this nonlinearity that convective motion in water 
behaves in a rather peculiar manner when the temperature 
domain encompasses the 3.98°C point, for the density of 
water is maximum at this temperature [4]. Since the 
pioneering works of Ede [5] and Merk [6], the problem of 
buoyancy induced flows in cold water has been studied by 
many investigators, not only because of their intriguing 
features but also due to the fact that they are a very common 
occurrence in our environment and in many processes in 
technology. 

The behavior of convective motion of enclosed water, in the 
region of maximum density, has been studied in the past for 
several different geometries, boundary conditions, and 
temperature gradients. For instance Desai and Forbes [7] and 
Watson [8] have investigated numerically the heat transfer 
and flow patterns in cold water in a rectangular enclosure with 
vertical boundaries maintained at different temperatures and 
insulated horizontal boundaries. Similarly, the effect of 
density inversion on natural convection heat transfer of a 
melted water contained in two horizontal concentric cylinders 
whose surface temperatures are kept isothermal has been 
studied experimentally by Seki et al. [9]. It was found that, 
under certain conditions the flow was bicellular, in contrast 
to the single cell flow obtained for a fluid without maximum 
density effect, and as a result the heat transfer occurred 
primarily by conduction. 

The transient behaviour of water, contained in a rigid 
rectangular insulator and cooled from above to near freezing 
has been considered by Forbes and Cooper [10]. Vasseur and 
Robillard [11] have studied the transient cooling of water, 
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enclosed in a rectangular cavity with wall temperatures 
maintained at 0°C. Supercooling of water contained in an 
enclosure subjected to convective boundary condition has 
been investigated by Cheng and Takeuchi [12] and Robillard 
and Vasseur [13] for the case of a circular pipe and a rec
tangular cavity, respectively. All these studies indicate that the 
resulting flow motion is greatly influenced by the presence of 
a maximum density effect, which drives the initial circulation 
inside the cavity and subsequently reverses it. The resulting 
heat transfer is thus reduced in comparison to a standard 
situation without maximum density effect. 

The purpose of this investigation is to study theoretically 
the effect of density inversion on the free convective heat 
transfer of a mass of water contained in a horizontal cylin
drical annulus whose surface temperatures are kept 
isothermal. The present study is an extension of the ex
perimental work of Seki et al. [9]. Numerical studies of 
natural convection inside two horizontal concentric cylinders, 
in the absence of maximum density effect, have been carried 
out in the past by many investigators; that of Kuehn and 
Goldstein [3] contains a comprehensive bibliography. 

2 Problem Formulation 

The problem under consideration is that of two-
dimensional laminar convection of a mass of cold water 
enclosed between two horizontal concentric cylinders. It is 
assumed that each cylinder is maintained at a different 
uniform temperature. Using cylindrical coordinates, let the 
angular coordinate, $, be measured from the upward vertical 
line, $ = 0. The flow is symmetrical about a vertical plane 
through the axis of the cylinder. Accordingly, attention is 
confined to the range 0 < $ < -K. All fluid properties, except 
the water density, are taken to be constant and evaluated at 
the arithmetic mean temperature of the two cylinders. 

The governing equations for the present problem, using the 
Oberbeck-Boussinesq approximation [14-15] and neglecting 
viscous dissipation and compressibility effects, are then given 
in nondimensional form [16] as 

an i rd(URQ) d(.QV)i 
!h +~R~L BR + 3* J 

o„ A . * 9 î° cos$ = Pr v2Q+A s i n * ^ + 
dR R 

dApl 

a * J (i) 
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dd 1 rdURd dVd 

~aT +~R~l~dF~+ "ai". 
n= - v 2 * 

1 a* 
t / = 4 — V= 

a* 
R a* 

The initial and boundary conditions are 

U = K = ¥ = Q = 0; 0 = Oat r = O 

U = ^ = ^ = 0 ; 0 = 0 0<*<7r,JR = l/(ra-l) 

U = K = * = 0 ; 9=1 Q<$<-K,R=ra/(ra-\) 

(2) 

(3) 

(4) 

at/ = V=V = Q = 0; 
dd 

~aT 
= 0 at * = 0,7r (symmetry lines) 

(5) 

It is observed in the boundary conditions that use has been 
made of the symmetry of the problem with respect to a 
vertical plane passing through the axis of the cylinder. In fact, 
even if secondary flows exist they must appear as coun-
terrotating eddies symmetrically located. 

When considering the temperature range 0 ~ 20°C [17], the 
density-temperature relationship of water can be ap
proximated by the following equation with an error of less 
than one unit at the last digit of the tabulated data of Landolt 
Bornstein [18]: 

Po = i + 0, T+ & T2+& T3 + &, r4 

where 

Po = 0.9998396 teem3); 

(6) 

P2 -

03 = 
04 = 

-0.678964520 x 10-4(1/°C); 
0.907294338 x 10-5(1/°C2); 

-0.964568125 x 10-7(1/°C3); 
0.873702983 x 10-9(1/°C4); 

An examination of the governing equations and boundary 
conditions, equations (1-6), shows that the present problem is 
governed by four independent parameters, namely A, ra, T-
and T0 (besides the Prandtl number, Pr, which will be con
sidered as a characteristic constant of the fluid). However, 
Hung et al. [19] have demonstrated that, in the case of water 
near its maximum density, it is appropriate to define a 
nonlinear Rayleigh number RA as 

/ M = — ^ - , - ^ - A T * (7) 
( r a -1 ) 3 Pr w 

where the value of 02 is given in equation (6) together with a 
second parameter 

(T„, - T„) 
7 = 2-

AT (8) 

This parameter y, hereafter called the inversion parameter, 
relates the temperature for maximum density, T,„ = 4°C to 
the wall temperatures T, and T0. A similar parameter y has 
been used in the past by Carey et al. [20] to study the effects of 
inversion on the boundary layer of cold pure and saline water 
at a vertical isothermal surface. It must be mentioned at this 
stage that the parameters RA and y were introduced by Hung 
et al. [19] on the basis that the equation of state, for water 
near 4°C, can be approximated by a parabola, resulting in a 
complete description of the problem in terms of three non-
dimensional parameters, RA, ra, and y. In the present study a 
more precise fourth-order polynominal equation of state, 
equation (6), is used in the numerical calculations. However, 
as demonstrated by Robillard and Vasseur [21], it is never
theless possible, when considering water in the temperature 

Nomenclature 

A = size parameter, gL3 /a2 

L = gap width, (r0-r,-) 
Nu = local Nusselt number, 

defined as equations (9) 
and (10) 

Nu = overall Nusselt number, 
defined as equation (11) 
Prandtl number, v/ct 
local radial heat flow 
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= 

= 

= 
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time 
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tween gridlines 
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= thermal diffusivity 
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volumetric expansion 
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equation (6) 
= water density 

= (P-MVP 
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range between approximately 0 ~ 10°C, to correlate the 
results predicted by equation (6) in terms of the parameters 
R A and 7 without noticeable discrepancies. In fact this 
temperature range covers essentially all the features 
associated with the effects of the inversion of density and it 
was thus found advantageous to follow this approach in the 
present problem to analyse the results concerning the effects 
of density inversion. 

It may be deduced from equation (8) that when - 2 < 7 < 0 , 
T„, lies in the range of the fluid temperature and the 
maximum density occurs somewhere between the two walls 
within the confined fluid. The special value y = -1 
corresponds to the case where T„, is half way between T0 and 
Th the fluid density on the inner and outer cylinders being the 
same. This particular case was named "complete inversion" 
by Hung et al. [19]. When Y < - 2 or 7 > 0 , no inversion is 
observed. Finally the flow behaviour tends to that of a 
common fluid with a linear equation of state, when I7 I > > 1. 

The local radial heat-flow per unit area qt and q0, at the 
inner and outer cylinders respectively are related to the local 
Nusselt numbers Nu, and Nu„ as q,• = k (Tj-T0) Nu,/(r, In 
ra) and q0 ~ k (T, -~ro)Nu0/(/-0 In ra). Similarly, one can 
express the overall heat flow rate, Q, from inner to outer 
cylinder by means of the overall Nusselt number Nu as 
Q = 2irk (Tj-T,,) Nu/ ln ra. Furthermore, by the use of 
Fourier's law of conduction, we have that 

Nu,= - In ra [*-£-].. 

Nu = 

r w 1 

TT J o L dR J R 

l/(ra-l) 

= ra/(ra-l) 

(9) 

(10) 

In ra 

1 /{ra

it! ra f " r dd 1 
w Jo I dR \R = ra/(ro-I) 

(ID 

An energy balance for the inner and outer cylinders shows 
that the value of the overall Nusselt number, Nu, is the same 
on those two boundaries. In practice, numerical values ob
tained for each cylinder using Simpson's rule differed by 
about 1 percent, and the assigned value of Nu was chosen as 
the arithmetic means of the two computed results. 

3 Numerical Solution of the Governing Equations 

Numerical methods such as standard explicit, alternate 
direction implicit, Dufort-Frankel and other methods may be 
applied to solve the coupled vorticity and energy equations (1) 
and (2) which are quasilinear, second-order, partial dif
ferential equations spatially elliptic but parabolic in time. 

In this study a two-dimensional alternating direction (ADI) 
procedure is employed and the computational method in
volved differs slightly from that used by Mallison and de Vahl 
Davis [22]. The first and second spatial derivatives were 
approximated by central differences and the time derivatives 
by a first-order forward difference. The finite difference 
transformation of the equations were written in conservative 
form for the advective terms in order to preserve the trans-
portive property [23]. The ADI technique has the advantage 
over explicit methods that it is numerically more stable and 
hence allows the use of a larger time step, AT. However, it has 
the disadvantage that each iteration requires more com
putations than does an iteration with the explicit techniques. 

The elliptic equation for the stream function, equation (3), 
was solved by the method of successive over-relaxation (SOR) 
to have new stream function field which is then used to obtain 
the velocities from equation (4) and the wall vorticity (which 

requires the velocity boundary conditions). The major 
disadvantages of the SOR method is the task of choosing the 
optimum relaxation coefficient for a given situation. For the 
present problem it was found that a relaxation factor of 1.8 
was an optimum value and the iterative procedure was 
repeated until the following condition was satisfied 

Max 
T " + 1 

* 1,1 <0 .5x l0~ 

* 1,1 

where the superscripts, n, and n + 1, indicate the values of the 
nth and n + 1th interations, respectively. A useful method for 
checking the convergence of the steady-state solution was to 
compare the average Nusselt number for the inner and outer 
cylinder. 

Several different mesh sizes have been used, the choice 
depending largely on the size of the cavity. The mesh size in 
the /•-direction ranged from ARL = 1/18 to 1/30. In the $ 
direction a mesh size of A$ = TT/18 to 7r/30 was chosen. 
Typical values of the time step were 0.0001 and 0.0005. The 
total time steps ranged from 1600 to 2500 and the 
corresponding computing time was from 530 to 680 s. on the 
IBM 360/70 computer. 

To expedite plotting of the results, an auxiliary computer 
program was developed to locate points laying on specified 
isotherms and streamlines by linear interpolation of the 
computed values at the grid points. All graphs were per
formed using CALCOMP 563 automatic plotter. 

In the following section typical results will be presented in 
terms of the governing dimensionless parameters, namely RA, 
7, ra, and Pr. It must be mentioned at this stage that the value 
of Pr was evaluated at the mean fluid temperature. 

4 Results and Discussion 

In order to verify the consistency of the present numerical 
study, the first cases considered were those corresponding to 
existing results for fluids with linear temperature-density 
relationship. Results for some of the cases studied by 
Crawford and Lemlich [24] and Kuehn and Goldstein [3] for 
various radius ratios, ra, Prandtl numbers, Pr, and Rayleigh 
numbers RAL, were obtained. The current analysis predicted 
identical results for the flow patterns, temperature profiles, 
and overall Nusselt numbers, Nu. For instance, for RAL = 
8.925 x 103, Pr = 0.714 and ra = 2, an overall Nusselt 
number of 1.749 was obtained in the present investigation as 
compared with the values of 1.765 and 1.792 reported 
respectively by the two previous studies. An analytical result 
with RAL = 1.842 x 1 0 \ Pr = 0.7 and ra = 1.85 presented 
by Mack and Bishop [2] was also verified. Again very close 
agreement was found between their results and those of the 
present analysis. However, the values of local Nusselt 
numbers were not in good agreement near $ = 0 and ir 
positions, where deviations of about 12 percent occurred. 
This point has also been observed by Powe et al. [1] and may 
be due to the slow convergence of the power series used by 
Mack and Bishop. Having thus gained confidence in the 
present numerical analysis, attempts were made to predict the 
effects of density inversion on steady natural convection heat 
transfer of water between two horizontal concentric cylinders. 
The results obtained will be now discussed in the following 
sections. 

Flow and Isotherm Patterns. Figures 1 to 3 show typical 
results obtained for annuli with Rayleigh number RA = 6350, 
radius ratio ra = 2.6 and for different values of the inversion 
parameter y between 0 and - 1 . 3 3 . As mentioned earlier, the 
problem under consideration is symmetrical with respect to a 
vertical axis, and it was found advantageous to reproduce 
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Fig. 1 Isotherms and streamlines for RA = 6350, ra = 2.6, and 7 = 0; 
^max = 3.50, A<p = 0.583 

computer results on a single graph with the flow pattern on 
the right half of the cavity and isotherms on the left half. 

Figure 1 shows the flow and isotherm patterns obtained for 
7 = 0, i.e., T„ = 4°C. The fluid near the outer cylinder being 
at 4°C is heavier and is moving downward while the relatively 
lighter fluid near the inner cylinder is moving upward. As a 
consequence of the symmetry and the continuity, the resulting 
fluid motion inside the whole cavity consists of two coun-
terrotating vortices. Figure 1 shows only the right clockwise 
vortex. The distortion of isotherms in Fig. 1 reveals a strong 
convective motion inside the cavity. It is also noticed that the 
maximum heat transfer, indicated by closely spaced 
isotherms, is located at the top of the cavity for the outer 
cylinder and at the bottom for the inner one. Since in the 
present case the outer wall temperature corresponds exactly to 
the maximum water density, no inversion effects are present. 
In fact, the flow pattern depicted in Fig. 1 is similar in form to 
the two usual thermoconvective cells, symmetrical with 
respect to the vertical axis, that have been described ex
tensively in literature [3, 24, 15] for the case of an ordinary 
fluid. 

Figure 2 shows the flow pattern obtained for y = —1.0, 
and it is seen that the flow field is now characterized by the 
presence of two counterrotating circulations inside the half 
cavity as indicated by the dividing streamline. This particular 
streamline corresponds to the value ^ = 0 of the boundary 
and is left unconnected with it by the auxiliary computer 
program used to plot the graphs. The present flow pattern is a 
direct consequence of the maximum density of water at 4°C. 
The heavy dashed line represents the 4°C isotherm and thus 
defines the region of maximum density. The fluid in the 
neighbourhood of this line is heavier and, as a result, moves 
downward. On the boundaries, the fluid is lighter and moves 
upwards. It is also noticed that the eddy near the outer 
cylinder is larger than the one near the inner cylinder. Further, 
it is seen from the isotherm field that the convective motion 
inside the cavity is now considerably reduced as compared 
with the case 7 = 0. For 7 = - 2, Fig. 3 shows that the inner 
cell has completely disappeared and the circulation is now 
counterclockwise. Furthermore, the local heat transfer in the 
present case is seen to be maximum at the bottom of the outer 
cylinder and at the top of the inner one. This situation is 
completely opposite to the case described in Fig. 1. 

An experimental study on natural convection heat transfer 
with density inversion of water between two horizontal 
concentric cylinders has been conducted in the past by Seki et 
al. [9], The experimental model consisted of concentric 
cylinders with radius ratio ranging from 1.18 to 6.39. 
Temperature of the inner cylinder was maintained at 0°C, 

120/Vol. 105, FEBRUARY 1983 

Fig. 2 Isotherms and streamlines for RA = 6350, ra = 2.6, and 7 = -
1:^max = 1 - 8 ° . ^mln = --0012andA^ = 0.225 

Fig. 3 Isotherms and streamlines for RA = 6350, ra = 2.6, and 7 = -
2-0; "frnax = 1-9". Ai = 0-238 

Fig. 4 Isotherms and streamlines for RA = 17250, ra = 2.6, and 7 = -
°-7 7; *max = 6.70, i/.mln = - 0.75 and Af = 1.242 

while temperature of the outer cylinder was varied from 
1-15°C. Photographs of the flow patterns and quantitative 
description of the temperature profiles, local and average 
Nusselt number were presented. The present numerical 
method could not simulate adequately the high convective 
motion involved in most of Seki's experimental results. 
Nevertheless, a similar trend was observed in many aspects. 
For instance, the sequence of events appearing in Figs. 1 to 3, 
i.e., formation of unicellular clockwise and counterclockwise 
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Fig. 5(a) Temperature profile for RA = 6350, ra = 2.6, and 7 = 0 

vortices or bicellular flow depending on the parameter 7, were 
comparable qualitatively. It is worthwhile to mention that it 
has been possible to simulate numerically one of the ex
perimental cases presented by Seki (RA = 7.6 x 105, ra 
= 1.22, and 7 = 0), this latter involving a relatively low 
convection. A similar flow pattern, not presented here, was 
obtained numerically. However, Seki et al. have observed the 
formation of a very small counterclockwise eddy at the top of 
their cavity. This secondary eddy, that was attributed to the 
effects of the gap width and cylinder curvature, could not be 
reproduced by the numerical solution of the present study. It 
is believed that an initial disturbance should be introduced in 
the flow field in order to generate this secondary eddy by a 
numerical method [25]. 

Another interesting result of the present study is the ten
dency for the clockwise circulation pattern to form two cells. 
This phenomenon, illustrated in Fig. 4, for the situation RA 
= 17250, ra = 2.6, and 7 = 0.77, was observed to occur only 
for a limited range of 7 between approximately -0.75 and -
0.90. The distortion of the isotherm pattern in the upper part 
of the cavity is a result of the intense convection generated by 
the clockwise vortex located in this region. A similar vortex 
formation has been reported in the past by Saitoh and Hirose 
[26] in their study of the convection flow surrounding a 
horizontal ice cylinder. Their experimental observations have 
revealed the existence of an additional vortex pair over the ice 
cylinder. Such a phenomenon was observed only for a water 
temperature range between 5.5 and 6.5°C. 

Temperature Distributions and Local Nusselt Numbers. 
Figure 5(a) shows 6 versus RL for the case with 7 = 0. As 
already mentioned, this case corresponds to the presence of a 
single clockwise circulation in the right half cavity. In the 
thermal boundary layer adjacent to the outer cylinder it is 
seen that the temperature gradient increases considerably as 
the angular position decreases from $ = 180 deg towards $ = 
0 deg. However, the trend is opposite near the inner cylinder. 
A temperature reversal in the central portion of the gap, for * 
ranging from 0 to 90 deg, may also be observed. This is 
probably due to higher heat transport by angular convection 
flow rather than radial one. The corresponding local Nusselt 
number for this case is shown in Fig. 5(b). In agreement with 
the aforementioned behaviour of the temperature profile, the 
Nusselt number reaches the minimum value at 180 deg on the 
outer cylinder and 0 deg on the inner one. Naturally the 
results obtained for 7 = - 1.33 were found to have opposite 
tendency. 

The results obtained for 7 = - 0.77 have revealed that, 
with the exception of the angular position $ = 0 deg, the 
temperature profiles inside the cavity followed approximately 
the trend given by the pure conduction curve. This is due to 

PURE 
CONDUCTION 

180° 

Fig. 5(b) Distribution of local Nusselt number for RA 
and y = 0 

: 6350, ra = 2.6, 

the fact that inside the cavity two eddies of almost equal size 
coexist. It was also found that at the top of the cavity the 
Nusselt number is maximum on the outer cylinder and 
minimum on the inner one. Due to the influence of the flow 
circulation in the upper region of the annulus on the inner 
cylinder, the Nusselt number was observed to pass through a 
peak value at $ = 20 deg and a minimum, close to the pure 
conduction value, at $ = 50 deg, thereafter increasing with 
increasing angular position. 

Overall Nusselt Number. Figure 6(a) shows the relationship 
between the overall Nusselt number, Nu, and the inversion 
parameter, 7, for a cavity with a radius ratio ra = 2.6 for 
various values of the nonlinear Rayleigh number, RA, 
ranging from 2 x 103to7 x 104. It is observed from Fig. 6(a) 
that, for a given Rayleigh number, each curve passes through 
a minimum at about y - - 0.75, this value corresponding to 
a situation for which two vortices of approximately equal 
strength exist in the cavity. For such a situation the fluid 
velocities are small and the convective heat transfer 
mechanism attains its minimum efficiency. This phenomenon 
results essentially from the inversion of the fluid density at 
4°C and is one of its most significant effects on the 
mechanism of heat transfer by convection within an en
closure. 

The influence of the radius ratio, ra, on the average Nusselt 
number, Nu, is illustrated in Fig. 6(b) for the case RA = 104. 
It is seen that, for a given Rayleigh number, an increase of the 
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Fig. 6(b) Overall Nusselt number Nu as a function of 7 for various 
values of ra 

radius ratio, ra, corresponds to an increase of the convection 
inside the cavity and consequently an increase of Nu. Fur
thermore, the minimum Nusselt number, Nu, occurs at values 
of 7 closer to - 1 as the radius ratio, ra, decreases. A 
minimum overall Nusselt number has also been observed in 
the past for the case of natural convection heat transfer under 
the influence of density inversion in a rectangular cavity. 
Analytical studies reported by Watson [8] and Robillard and 
Vasseur [27] have shown that, for this type of geometrical 
configuration a minimum value of the average Nusselt 
number occurs at 7 = - 1. The value of 7 at which the 
minimum Nu occurs is thus less for the case of cylindrical 
annuli than for rectangular cavities. The fact that Nu 
minimum does not correspond to 7 = — 1 in the present case 
may be attributed to the difference in surface area between the 
inner and outer cylinder. 

Correlation between overall Nusselt number Nu as a 
function of AT, the temperature difference between the two 
cylinders, has been established experimentally [9] and 
numerically [28] in the past by Seki et al. Although, their 
experimental results were correlated in terms of the parameter 
AT, they were limited to cases for which 7) = 0°C, i.e., AT = 
T0. Seki et al. have observed that their numerical study, 
although in good agreement qualitatively with their ex
perimental data, underpredicted these latter by about 10 
percent. They attributed those discrepancies to the inadequacy 
of the boundary conditions used in their analytical model. 
Comparisons was also done between the present numerical 
approach and one of Seki's experimental results involving a 
relatively low convection. Accurate values of Nu were dif
ficult to obtain from Seki's article, the scale of the graph 
being rather small. Nevertheless, the analytical results of the 

present study shows also an underprediction of about 10-15 
percent. 

5 Conclusions 

The natural convection of a mass of water contained 
between two horizontal concentric cylinders has been in
vestigated numerically at temperatures in the neighbourhood 
of the maximum density. The problem was shown to depend 
on three dimensionless parameters, ra, RA, and 7, 
representing the radius ratio, the nonlinear Rayleigh number, 
and the inversion parameter, respectively. The results ob
tained in the present study may be summarized as follows: 

1 The density inversion has an important effect on natural 
convection heat transfer in the cavity. This is particularly true 
in cases where two counterrotating eddies of approximately 
equal size coexist in the gap. For such situations the heat 
transfer rate is considerably reduced. 

2 The presence of a secondary vortex pair, at the top of 
the inner cylinder, has been found numerically to appear for a 
very limited range of the inversion parameter, 7. A similar 
phenomenon has already been observed by Saitoh and Hirose 
in the case of natural convection around a horizontal ice 
cylinder. 

3 A comparison with the existing numerical and ex
perimental results shows that the present theory predicts all 
the essential features associated with the inversion of density. 
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Natural Convection at the Interface 
Between a Vertical Porous Layer 
and an Open Space 
This paper examines the interaction by natural convection between a fluid-saturated 
porous medium and a fluid reservoir separated by a vertical impermeable partition. 
The two fluid systems are maintained at different temperatures. The analysis is 
simplified by assuming Pr > > 1 in the fluid reservoir. It is shown analytically that 
the flow and temperature fields in the boundary layer regime consist of two fluid 
layers in counterflow. The interface temperature is shown to increase monotonically 
with altitude. The important dimensionless group which governs the fluid 
mechanics is B = (kRaK'/l )/(k' Ra'A ) , where k, k', RaK andRa are, respectively, 
the porous medium conductivity, reservoir fluid conductivity, Darcy-modified 
Rayleigh number based on partition height, and the reservoir Rayleigh number 
based on partition height. The effect of parameter, B, on the flow, temperature, 
and heat transfer is documented in the range 0 < B < oo. 

1 Introduction 

Important energy-engineering problems have stimulated the 
present interest in the fundamentals of buoyancy-driven flows 
through porous media. The majority of the existing studies 
have been devoted to the behavior of geothermal systems. The 
major accomplishments in this area were reviewed recently in 
a comprehensive monograph by Cheng [1]. The phenomenon 
of natural convection through a porous medium is known also 
to play a major role in the performance of double walls filled 
with fibrous or granular insulations for use in energy-efficient 
buildings. The most studied configuration consists of a 
vertical porous layer sandwiched by two isothermal surfaces 
maintained at different temperatures. Analyses and graphic 
displays of the flow and temperature field have been reported 
by Chan et. al. [2], Bankvall [3], Bejan and Tien [4], Walker 
and Homsy [5] and Hickox and Gartling [6]. 

Vertical porous layers of the type encountered in ar
chitectural applications are not sandwiched between 
isothermal surfaces, as assumed by the papers listed above, 
rather, they are surrounded by ambient air. The wall tem
perature is the result of the complex interaction between two 
buoyancy-driven flows, one on the inside surface (through the 
porous medium), and the other on the outside surface of the 
wall. The same convective interaction may take place between 
magma chambers (fluid reservoirs) and geothermal systems 
(porous media). 

2 Physical Model and Problem Formulation 

Consider the interaction of a vertical porous layer with an 
adjacent fluid reservoir, as shown schematically in Fig. 1. The 
two fluid media communicate thermally across a vertical 
impermeable wall of height, H. Far away from this wall, the 
two media are at uniform but different temperatures; for the 
sake of clarity in presentation, we assume from the outset that 
the left side of the arrangement (the porous space, Fig. 1) is 
warmer than the right side (the open space), hence T*H > T*L. 
For both sides of the partition, symbols x*, y*, u*, v*, and T* 
denote the actual horizontal position, vertical position, 
horizontal velocity, vertical velocity, and temperature, 
respectively. 

Porous Space. The dimensionless equations governing the 
steady-state conservation of mass, energy, and momentum in 
the isotropic porous medium are 
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The nondimensionalization is based on the boundary layer 
scaling outlined in Weber [7]. The dimensionless variable are 
defined as 

x=x*/8 , y=y*/H, 

u = u*/(a/8) , v = v*/(aH/&2), 

H/2 T 

(4) 

T*=T; 

high temperature 

y .. 

o --

downflow 

POROUS 
SPACE 

-H/2 

r=TL* 

low temperature 

upflow 

OPEN 
SPACE 

Fig. 1 Schematic of natural convection at the interface between a 
fluid-saturated porous medium (left) and an open space (right) 
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T= 

n-n 
where Ra^ is the Darcy-modified Rayleigh number based on 
vertical dimension (H) and medium permeability (K), 

gpKHlT*H-Tt) 

d3v 

Ra* (5) 

and 5 is the scale of the boundary layer thickness 

b = HR&xW2 (6) 

The governing equations (1-3) are therefore based on the 
Darcy flow model and on the homogenous porous medium 
model whereby the fluid is considered in local thermal 
equilibrium with the solid matrix. It is further assumed that 
the pressure and temperature variations through the medium 
are small enough so that the Boussinesq approximation 
applies 

P = P0[l-P(T*-T*0)] (7) 

where j3 is the coefficient of thermal expansion. Parameters 
K, ii, g, p, cp, and k represent the permeability, viscosity, 
gravitational acceleration, fluid density, and specific heat at 
constant pressure, and the thermal conductivity of the porous 
matrix saturated with fluid, respectively. 

In the study of the boundary layer regime (5< <H), the 
terms multiplied by 1/Ra^ in equations (2, 3) will be 
neglected, since, according to equation (6), Ra^1 < < 1. The 
appropriate boundary conditions suggested by the schematic 
of Fig. 1 are 

atx = 0 

as*-* —oo 

H = 0, 

T=Ta(y) 

v = Q, 

T= 

(8) 

(9) 

(10) 

(11) 

It should be remembered that the wall temperature variation 
with altitude, T0(y), is unknown at this point. As argued in 
the introduction, T0(y) will be determined by the interaction 
between the two fluid media across the impermeable wall. In 
the boundary layer regime (H > 8) the wall functions like an 
extremely long counterflow heat exchanger, hence, T0(y) will 
take on values between the two temperature extremes of the 
semi-infinite spaces, 1/2 and - 1 / 2 . 

Open space. The nondimensional conservation statements 
and boundary conditions for the boundary layer flow formed 
on the cold side of the vertical partition are 

(12) 

B 
C 

CP 

g 
H 
k 

K 

I 

Nu 

du dv 

dx By 

N o m p n r l n t n r p 

= new dimensionless group 
= constant of integration 
= specific heat at constant 

pressure 
= gravitational acceleration 
= wall height 
= thermal conductivity of 

fluid-saturated porous 
medium 

= permeability of porous 
medium 

= scale of boundary layer 
thickness on the open (fluid) 
side 

= Nusselt number 

Pr 
Ra 

Ra* 

T 
To 
T% 

n u, v 

u, v 

x,y 

X 

dip 
dT , ar 

u - - + v — = 
by 

dx 

dT 

dx 
d2T 

(13) 

(14) 

where the new dimensionless variables, marked by the sign 
" " , are defined as 

x=x*/l, 

u = u*/(a'/I) , v = v*/(a'H/l2) (15) 

The remaining variables, y and T, are defined the same way as 
on the porous side [see equations (4)]. Using the scaling 
arguments presented by Gill [8], one can show that the 
boundary layer thickness is of order 

l=HRa-y' (16) 

where Ra is the Rayleigh number based on wall height 

VH\T*H-Tl) 
Ra = (17) 

In writing the conservation statements as equations (12-14), 
we treated the fluid filling the open space as Boussinesq -
incompressible, with physical properties a', /3 ' , v'. The 
simplified momentum equation (13) is a balance between the 
body force and the viscous shear force, which means that 
inertial effects are small relative to the preceding two: this 
scaling is valid for Prandtl numbers Pr > > 1; however, it is 
known to be approximately valid for air (Pr = 0.72) as well. 
The momentum and energy equations (13, 14) contain also the 
classical boundary layer approximation I < H. 

The boundary conditions for the fluid occupying the open 
space are 

« = 0, (18) 

a t i = 0 

as*— +oo 

v = Q, 

T=T0(y) 

v = 0, 

T=-l/2 

(19) 

(20) 

(21) 

(22) 

Note here the no-slip condition valid along the impermeable 
wall, equation (19); a similar condition could not be imposed 
on the porous side of the impermeable partition due to the 
limitations inherent in the Darcy flow model. The slip con
dition on the porous side of the wall is the result of the 
homogeneous porous medium model employed in writing 
equations (1-3). As shown recently by Dagan [9], these 
equations are not valid in a thin layer right next to the wall 
(the thickness of this thin layer is of the order of the pore 
diameter). Therefore, our analysis is valid in the "small pore 
limit" discussed by Dagan. 

Prandtl number 
Rayleigh number a = 
Darcy-modified Rayleigh (3 = 
number 
dimensionless temperature a, y, X = 
interface temperature 5 = 
high temperature 
low temperature /x = 
dimensionless velocity com- v = 
ponents for the porous side p = 
d imensionless veloci ty a = 
components for the open side 
dimensional spatial coor- ( ) ' = 
dinates for the porous side 
dimensional horizontal ( )* = 

coordinate for the open side 
thermal diffusivity 
coefficient of thermal ex
pansion 
Oseen functions 
scale of boundary layer 
thickness on the porous side 
viscosity 
kinematic viscosity 
fluid density 
Oseen function for the 
porous side 
physical property of the fluid 
in the open space 
dimensional quantity 
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Finally, the condition accounting for the thermal contact of 
the two fluid media across the impermeable wall is the local 
heat flux conservation statement 

fcl /dT*\ 
(23) 

where k' is the thermal conductivity of the open space fluid. 
In nondimensional form, equation (23) may be written as 

\dx/x=o V 

dT\ 

dx I x=o 
(24) 

where B is a new dimensionless group (number) characteristic 
to the two-fluid free convection problem 

k/8 kRa% 
B-

k'/l Ar'Ra'' 
(25) 

The B number is known as soon as the physical properties of 
the two media are known, and the overall temperature dif
ference AT* = 7 7 , - 7 1 is specified. We note that the B 
number increases with the increasing temperature difference, 
B — (A7"*)L/i. We also note that if the temperature difference 
is held constant, the B number decreases as the height of the 
interface increases, B ~ Hv'. Finally, it is important to keep 
in mind that the two limits we shall consider for B (B — 0 and 
B — oo) do not invalidate the thin boundary layer ap
proximations (Ra*- > 1, Ra > 1) adopted in the beginning of 
this study. This is due to the fact that the conductivity ratio 
k/k', which appears in definition (25), is independent of 
either RaK or Ra. 

3 Analytical Solution 

An analytical solution to equations (1-3) and (12-14) is 
made difficult by the presence of nonlinear terms in the two 
energy equations, (2) and (14). In this section we develop an 
analytical solution in which the energy equations are 
linearized according to the Oseen technique employed, among 
others, by Gill [8], Weber [7], and Bergholz [10]. Weber relied 
on this technique in the study of free convection in a rec
tangular enclosure containing porous material in the boun
dary layer regime. Bergholz used the same approach in the 
study of a porous layer with internal heat sources. 

Porous Side. Integrating the momentum equation (3) in x, 
and applying the x —• — oo boundary conditions (10, 11) yields 
a relationship between v and T, 

»=T-\ (26) 

Eliminating T between this result and the energy equation (2), 
we obtain 

d2v 
(«) 

dv / 9T\ _ 
~dx~ +\dy)V" ~dxT (27) 

According to the Oseen linearization technique, at this point 
we regard (u) and (dT/dy) as two unknown functions of 
altitude. Consequently, equation (27) can now be integrated in 
x yielding a solution of the form 

£ Cfi-i> (28) 

where at (y), a2(y) are the roots of the characteristic equation 

/dT\ 
(29) 

/ 3 A 

namely 

«a = \[l»)±Jw2 + 4(a£)] (30) 

Examining equation (30), and recognizing the fact that 
physically {dT/dy) must be positive, we conclude that a, and 
o2 are of opposite sign regardless of the sign of (u). 
Therefore, since v — 0 as x — — °°, in solution (28) we retain 
only the term containing the positive of the two tr,'s. Let a be 
the positive at. Using the remaining boundary condition, 
equation (9), the complete solution for vertical velocity and 
temperature in the porous space becomes 

v=(r0--)e°x (31) 

<«-i) e°x + 
1 

(32) 

Solution (31, 32) depends on two unknown functions of 
altitude, T0(y) and a(y). Function a(y) is the result of having 
linearized the exact energy equation (2); hence, we can 
determine a from the condition that solution (31, 32) satisfies 
the energy equation (2) integrated over the entire porous space 

\uT\o°° + 
dy i — oo 

o V 
Tdx--

dT 

d~x 
(33) 

Combining the energy integral (33) with equations (31, 32) 
and the mass conservation statement (1), we can express a(y) 
in terms of only T0 (y) 

d_ 

dy 

( > • • - $ 

2CT = ( r ° - 2 > (34) 

Open Space. The corresponding analytical expressions for 
v (x) and T(x) on the right side of the wall (Fig. 1) can be 
derived following the steps emphasized in the preceeding 
subsection. The Oseen-linearization of the energy equation 
(14) for the semi-infinite fluid side is as justified as in the 
enclosure flows studied previously [7, 8, 10]: in an enclosure, 
the boundary layer thickness, /, is considerably smaller than 
the enclosure length. The resulting expressions for v and Tare 

r„ + 

2x7 

1 

e ^sin(7Jc) (35) 

1 
7"o + 

2 1 
T= e_XAr[(X2 - Y2)sin(yi) -2X7 COS(YX)] 

2X7 2 
(36) 

where X(.y) and y(y) are two additional unknown functions. 
We determine the two unknowns by forcing solution (35, 36) 
to satisfy the energy equation (14) in two places, at the wall 

d2T 

and integrated over the entire open space 

d 

dy. (
oo 

vTdy = 
0 

dT 

dx 

Conditions (37) and (38) yield, respectively, 

X = 7 

1 

d 

dy 

Tn + 
y 
4X\ 2X7 

Tn + 

= (3X2-72)-
2X 

(38) 

(39) 

(40) 

Eliminating 7 between equations (39) and (40) leads to a 
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Table 1 Summary of numerical results 0.5 

7-0(0) Nu/Ra ' 

0.03 
0.1 
0.3 
1 
3 
10 
30 

0.4346 
1.2183 
2.6727 
4.9317 
6.879 
8.3125 
8.9922 

-0.436 
-0.342 
-0.180 
0.055 
0.240 
0.371 
0.435 

0.0272 
0.0761 
0.167 
0.3083 
0.4299 
0.5195 
0.5619 

0.5 

-0 .5 0.5 

Fig. 2 The interface temperature as a function of altitude and the B 
number 

differential expression for X in terms of the unknown wall 
temperature distribution T0, 

d 

dy (16)X3 -(T. + ±): (41) 

In conclusion, the velocity and temperature distributions on 
both sides of the impermeable wall, equations (31, 32) and 
(35, 36), depend on a single unknown: the wall temperature 
T0(y). Function T0(y) can finally be determined by invoking 
the local heat flux conservation condition, equation (24), 
which becomes 

„ l2+T° 
B~ = (42) 

X 1 

2 - 7 ° 
Equations (42), (41), and (34) constitute a sufficient set for 

determining T0(y), \(y) and a(y). Dividing equations (34) and 
(41) side by side, using equation (42), and integrating once 
yields 

(T0-{)
2 (T0+\) 

8B + 
a X3 

(43) 

where C is the constant of integration. Eliminating a between 
this expression and equation (42) we obtain 

8B2 
= c (44) 

From this point on we carried out the solution numerically, on 
a digital computer, by combining equations (41) and (44) to 

-0.5 

POROUS 
SPACE 

OPEN 
SPACE 

l/er l/A 
Fig. 3 The two boundary layer thicknesses as functions of altitude 
and the B number 

V V 

POROUS SPACE OPEN SPACE 

Fig. 4 Vertical velocity profiles at midheight (y = 0) 

determine T0(y) and \(y). In order to circumvent the 
singularities of X at y = ± 1/2 we marched from y = - 1 / 2 in 
finite steps of T0. We then used equation (44) to calculate X. 
Finally, we used equation (41) to calculate the resulting step in 
y. During each march, we found that y starts increasing very 
slowly, while at the end of the march (T0 = + 1/2) the value 
of y reaches a plateau. Our adjustment of constant Cwas such 
that the plateau reached by y was eventually + 1/2. We used a 
small enough step A.T0 so that the final results were no longer 
susceptible to the step size. We repeated this entire procedure 
for a series of dicrete values of the B number. The key results 
of this numerical work are condensed in Table 1. 

4 Results 

Figures 2-7 show graphically the main features of the 
convective interaction at the vertical interface. In Fig. 2, we 
plotted the wall temperature distribution T0(y), showing the 
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changes associated with increasing the B number. The wall 
temperature increases monotonically with altitude; over 
roughly 80 percent of the wall height, T0, is approximately 
linear in y. At the top and bottom ends of the wall, where the 
present boundary layer solution breaks down, the wall 
temperature converges abruptly to the temperature extremes 
maintained by the two fluid media. 

As B increases, the wall temperature gradually approaches 
the temperature of the porous space (T = 1/2). This effect is 
to be expected since, as suggested by equation (25), in this 
limit the flow is stronger on the porous side; hence, the 
thermal contact between the porous space and the interface is 
superior relative to the contact between the interface and the 
fluid occupying the open space. 

We pointed out in the preceding section that the numerical 
procedure leading to finding Ta(y) requires also the 
calculation of a(y) and \(y). These auxiliary results are 
plotted in Fig. 3 as \/a and 1/X versus y. As shown by the 
closed-form expressions for velocity and temperature, 
equations (31, 32) and (35, 36), functions 1/crand 1/X play the 
role of dimensionless boundary layer thicknesses. Examining 
Fig. 3, we conclude that both thicknesses increase in the flow 
direction, except over a small distance in the exit-end of each 
boundary layer where both thicknesses drop abruptly to zero. 
We conclude also that as B increases, the porous-side 
dimensionless boundary layer thickness increases while the 
open-side thickness decreases. These trends are reversed if the 
B number decreases. 

The vertical velocity and temperature profiles at midheight 

0 = 0) are shown in Figs. 4 and 5. The vertical velocity 
profile shows two boundary layers in counterflow, the warm 
stream descending along the porous side of the interface. 
Parameter B appears to have a strong effect on velocity as 
well as on temperature. As B increases above one, the tem
perature drop across the right (open space) boundary layer 
exceeds the temperature drop across the porous-side layer' 
consequently, the dimensionless vertical velocity increases on 
the open side and decreases on the porous side. 

The velocity profile on the fluid side (open space) is correct 
only near the wall, in the layer of thermal boundary thickness, 
/. The outer zone of the velocity profile should scale as Pr'7'/ 
[11]; however, the fluid in the outer zone is isothermal and is 
thus irrelevant as far as heat transfer results are concerned. 
This is why the present study and Oseen solutions published 
previously for enclosures correctly describe the heat transfer 
part of the problem, while failing to discuss the motion of 

0.5 

-0.5 

\ ax/s 

Fig. 5 Temperature profiles at midheight (y = 0) 
x=o 

Fig. 6 The distribution of heat flux over the vertical interface 
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Fig: 7 The Nusselt number, Nu, for overall heat transfer as a function 
of the open-side Rayleigh number Ra and the B number. The dashed 
line represents equation (51), while the circles represent the results 
listed in Table 1. 
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unheated fluid induced outside the thermal boundary layer. 
Of engineering importance is the heat exchange between the 

two fluid media across the vertical impermeable wall. In Fig. 
6 we present the distribution of heat flux along the wall, by 
plotting the dimensionless temperature gradient on the open 
side. The gradient (97Vdi) i = 0 increases in absolute value as 
the B number increases, in accordance with the temperature 
profile behavior illustrated in Fig. 5. As a good ap
proximation, the local heat flux is practically uniform (in
dependent of y) over a large fraction of wall height, especially 
when the B number is of order one. The heat flux blows up at 
the two ends y = ± 1/2. 

Finally, in Fig. 7 we report the heat flux integrated over the 
entire heat of the wall, as Nu/Ral/4 versus B. Note that the 
heat flux integral is finite, despite the singularities in heat flux 
at y = ± 1/2. Finite heat flux integrals based on similar 
(Oseen) analyses were obtained earlier by Weber [7] for 
porous media and by Bejan [12] for newtonian fluids. The 
overall Nusselt number is defined in the usual manner, as for 
natural convection over an isothermal vertical wall immersed 
in an isothermal fluid (see, for example, Rohsenow and Choi 
[13]), 

Q 
Nu = (45) 

k'(T*H-T*L) ( ' 
In this definition, Q [W/m] represents the net heat-transfer 
rate from T* H to T*L per unit width measured in the direction 
perpendicular to the plane of Fig. 1. The Nusselt number 
increases monotonically as the B number increases. 

In the limit B — oo the wall assumes the temperature of the 
porous space (T0 = 1/2, Fig. 2), hence, the two-fluid 
problem collapses into the classical problem of natural 
convection of Boussinesq-incompressible fluid over a vertical 
isothermal plate. In this limit, our Nusselt number result 
approaches the asymptote 

Nu = 0.621 Ra'/4 (46) 

which can be obtained by solving the ' 'open space" part of the 
analytical solution (section 3) setting T0 = 1/2. It is im
portant to note that our asymptotic result (46) agrees within 
2.6 percent with the "exact" result based on a similarity 
boundary layer solution in the Pr — oo limit (see, for example, 
Rohsenow and Choi [13]) 

0.902 „ 
N u = — r ^ R a 4'/* = 0.638 Ra/4 (47) 

In the opposite limit, B — 0, the natural convection effect is 
extremely effective on the right side; hence, the wall tem
perature becomes equal to the temperature of the open space 
(T0 = - 1/2, Fig. 2). The value of Nu in this limit can be 
obtained by reworking the porous half of the analytical 
solution (section 3), assuming from the outset T0 = - 1/2 for 
wall temperature. The final result is 

Nu = Ral/4fi = 
•k' 

Q 

(48) 

(49) 
k(T*H-T*L) 

In the B — 0 limit the two-fluid problem reduces to the 
classical problem of natural convection over an isothermal 
surface imbedded vertically in a fluid-saturated porous 
medium. The similarity solution to this problem was recently 
reported by Cheng & Minkowycz [14] 

= 0.888 Ra^2 (50) 
k(T*H-T*L) 

which falls within 12.6 percent of our Oseen-linearized result 
(49). 

The Nu/Ra'7* results obtained for several intermediate 
values of B are listed in Table 1 and on Fig. 7: these values 
agree within 21 percent with the engineering estimate based on 
adding the two thermal resistances for the limiting cases in 
series (equations (47) and (50)), 

Nu/Ral/4 =[(0.638)-' +(0.888B) '] ' (51) 

5 Concluding Remarks 

In order to shed new light on the thermofluid interaction of 
a vertical porous layer with an adjacent fluid reservoir, we 
focused on the natural convection mechanism working at the 
impermeable interface between two such systems at different 
tempertures (Fig. 1). We found that the flow pattern consists 
of a vertical counterflow in which the warm branch descends 
along the warm side of the interface (Fig. 4 and 5). The wall 
temperature increases monotonically with altitude (Fig. 2). 

On the basis of scaling arguments, we demonstrated that 
the complexion of this two-fluid problem is governed by a 
new dimensionless group, B = (k Ra]

K
/2)/(k' Ra'/4), which 

rates the heat transfer effectiveness of the two buoyant 
boundary layers, relative to one another. We showed that the 
limit B —• oo corresponds to the classical problem of con
vection about a vertical isothermal plate immersed in an 
isothermal fluid, whereas the B — 0 limit corresponds to the 
porous medium - equivalent of the same classical problem. 

For the energy engineer, we developed overall heat transfer 
results valid in the entire domain covered by the B number, 0 
< B < oo. We showed that our analytical predictions, Table 1 
and Fig. 7, agree well with theoretical heat transfer results 
known in the two extremes, B — 0 and B — oo. As pointed out 
in the introduction, the present heat transfer results have a 
number of important applications, such as the design of 
energy-efficient building insulation and the interaction 
between magma chambers and geothermal systems. 
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The Effect of Nonlinear Density 
Stratification on the Stability of a 
Vertical Water Layer in the 
Conduction Regime 
The thermal stability of a layer of water between two vertical parallel plates 
maintained at different temperatures, T, and T2, is investigated for the conduction 
regime. Three cases are considered include where: (a) the maximum density layer is 
within the water region; (b) is at the boundary; and (c) is outside the water region. 
Cubic polynomials are used to represent the density-temperature relation in the 
temperature range 0-55°C. The numerical results show that the critical states of 
stability do not depend on Prandtl number but instead depends on the combinations 
ofTj and T2. Of the three cases considered, the first case is the most unstable. In all 
three cases, the instabilities set in as a traveling wave, moving against gravity, for 
most T) and T2 combinations. Stationary waves were also found for case (c). 

Introduction 

The thermal instability of a layer of fluid contained be
tween two vertical, parallel plates, one of which is heated and 
the other cooled, has been widely investigated. The works of 
Eckert and Carlson [1], Elder [2], Hart [3], Korpela, et al. [4], 
and Vest and Arpaci [5] for the case of large aspect ratio with 
fluids having a linear density-temperature relationship (i.e., 
density decreases monotonically with the increase of tem
perature) produce the well-known trends. That is, for a small 
Rayleigh number, Ra, heat is transferred across the gap by 
conduction (this is called the conduction regime), and the 
fluid circulation is set up with the part of the fluid closer to 
the hot side rising and the part closer to the cold side falling, 
forming a velocity profile of odd symmetry. The increase of 
Ra above a critical value forces the parallel flow of the 
conduction regime to changes into multicellular flow pattern; 
this is called tansition regime. As Ra becomes sufficiently 
large, the flow pattern changes into a boundary layer type of 
flow over the surface plates, and the heat is transferred mainly 
by convection (convection regime). 

Korpela et al, [4] reported that the instability of the con
duction regime, when Gr reaches a critical value, sets in two 
types of disturbances which is determined by the magnitude of 
the Prandtl number. For Pr < 12.7, the mode of instability is 
stationary, while for Pr > 12.7 the instability sets in as two 
waves traveling in opposite directions. In all of the references 
quoted above, the variation of the thermal expansion coef
ficient, 7, of the fluid over the temperature range of interest 
was neglected by using an average value for 7. For most 
fluids, which possess a linear temperature density relation
ship, this is a reasonable approach. But there are few liquids, 
such as water, which exhibit a maximum value in their 
density-temperature profile. The presence of maximum 
density implies that the thermal expansion coefficient changes 
sign over the temperature range of interest, hence the use of 
an average value for 7 becomes physically unreasonable. 

More important, if the liquid possesses a maximum density 
over a given temperature range, a somewhat more com
plicated situation arises in the analysis of thermal stability 
over such temperature range. In the case of water, for 
example, there is a maximum density at temperature 3.98°C 

and the density-temperature relation over a temperature range 
including 3.98°C is no longer linear. The effects of nonlinear 
density-temperature relationship on thermal instability for the 
well-known Be'nard Problem, has been studied theoretically 
by Veronis [6] and Sun, Tien and Yen [7] by using the linear 
theory of stability, and by Legros, Londree and Thomaes [8], 
and Yen [9], experimentally. The free convection for water at 
4°C about a vertical finite flat plate was solved by Vanier and 
Tien [10] by using a cubic form of density-temperature 
relationship and by Goren [ 11 ] by using a quadratic form. The 
thermal instability for a semi-infinite horizontal water layer 
near freezing point cooled or heated from below was studied 
by Merker and Grigull [12] by using a quadratic polynomial 
for density-temperature relationship. 

No work appears to be reported in the published literature 

H X 
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Y 

T, 
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on thermal instability of a layer of water contained between 
two vertical parallel plates over a temperature range including 
the maximum density temperature, 3.98°C. In the present 
work, we study the thermal instability in a layer of water 
between two vertical parallel plates, with a temperature range 
from0to55°C. 

Analysis 

The schematic diagram of the system considered for this 
problem is shown in Fig. 1. The model consists of a layer of 
water contained in a vertical narrow gap of height, H, and 
width, L, such that H/L > > 1 . The gap is bounded by two 
rigid vertical planes, kept at constant but different tem
peratures, Ti and T2, in the range 0-55 "C. The Boussinesq 
approximation is invoked; i.e., the fluid properties are 
assumed to be constant except for the density which appears 
in the body force term of the momentum equations, those 
properties are assumed to be measured at the bulk tem
perature of the vertical water layer, and the analysis is 
restricted to the conduction regime. 

The nondimensionalized governing equations for the 
thermal stability problem considered here, using the vector 
notation, are 

Continuity 

Momentum 

v . K = 0 (1) 

dV 
+ GrF« v V=- vp + exf+ v 2 K (2) 

Energy 

where 

/ = -

ae 
17 

•+GvV- v 9 = Pr~' v 2 9 (3) 

1 

yAT \ po 

/ P \ . d - d - d „ _ . 
( — ). v = ' T - +J^r + k—-,V=iu+jv + kw, 
\ On / 

dx dy dz 

and 9 is the temperature. Here, the density of water, p, over a 

temperature range 0-55 °C is expressed as a polynomial in the 
form 

= ! - E & O r - 3 . 9 8 ) * (4) 

The coefficients fik are obtained by a least squares fitting of 
the data given in Perry [13]. To preserve accuracy, three sets 
of coefficients are assumed applicable for the temperature 
ranges 0-20°C, ft = - 0.25145 x l O ^ C " 1 , 02 = 
0 .793953x l0 - 5 °C- 2 , f t = - 0.655908 x 1 0 - 7 o C - 3 ; and for 
0-35 °C, /S, = - 0.20773X10"6 "C" 1 , ft, =0.742998x 
1 0 - 5 ° C - 2 , ft = - 0 .430608xl0- 7 o C- 3 ; and for 0-55°C, 
ft = 0 .1303279x l0 - 4 °C 1 , f t , = 0.662447x 10- 5°C~ 2 , ft 
= - 0.273526xl0"7°C-3 .Thestandarderrors , whichofthe 
same order of the experimental uncertainty are 0.51 x 10 - 6 , 
0 . 5x l0~ 5 and 0 .9x l0~ 5 for the three ranges respectively. 
The first two sets of coefficients are the same as those used by 
Vanier and Tien [10]. 

The Base Flow Analysis. The equations governing the 
initial steady motion of water in the vertical channel are 
obtained from equations (1-4), as 

d2U 

dy2 

1 
+ - — ; [ 7 l A r 9 + 7 2 (Ar9) 2 + 7 3 (A7B) 3 ] = A (5«) 

7A7 

d2e 

dy2 = 0 (5b) 

subject to the boundary conditions 

£7=0 at y=±Vi (6a) 

9 = 1 at y= + Vi (6b) 

9 = 0 at y=-Vi (6c) 

The constant, A, appearing on equation (5a) is determined by 
using the gross mass balance for the closed system given by 

U(y)dy = 0 (6d) 

N o m e n c l a t u r e 

wave number in .in
direction, dimensionless 
constant-pressure specific 
heat of water 

D = operator, 
dy 

g 
Gr 

H 
k 

unit vector along x-axis 
acceleration of gravity 
Grashof number, 
ATL3/v2 

height of the slot 
thermal conductivity 
water 
width of the slot 
dimensionless perturbed 

yg 

of 

'p/\-r) pressure;k 

p — dimensionless base flow 

pressure: P/ (?) 
Pr 
Ra 

S 
t 

T 

Prandtl number; cp/j./k 
Rayleigh number Gr»Pr 
wave speed in x-direction 
time 
temperature, °C 

perturbed temperature 
temperature of water at 
maximum density (= 3.98 
°C) 
base flow temperature 
temperature of the wall, i 
= 1,2 
mean temperature (Tx + 
T2)/2 

u',v',w' = dimensionless perturbed 
velocity components (u, 
v, w)/u0 

characteristic velocity; 
ygATL2/u 
base flow velocity 
dimensionless base flow 
velocity; u/u0 

Cartesian coordinates 
with Z measured normal 
to the plane of paper 
(X, Y, Z)/L 

T 
T, 

Tn = 

"0 

u 
0 

X.Y.Z 

x,y,z 

Greek Symbols 
Q: = thermal diffusivity 

ft = coefficients in equation 
(4) , ( j= 1,2,3) 

7 = 

9 ' = 

9 = 

v = 
P = 

Po = 

Pmax 

T = 

Subscript 
c = 

Superscript 

coefficient of thermal 
expansion of water; 
equation (7a) 
dimensionless perturbed 
temperature T/(Tx - T2) 
dimensionless base flow 
temperature (T—T2)/ 

(r, - r2) 
kinematic viscosity 
density of water 
density of water at the 
mean temperature 
maximum density of 
water 
dimensionless time; T = 
vtIL2 

refers to critical state 

= base flow quantity 
= perturbed quantity 
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Fig. 2(a) The base flow velocity for Tw = 0.0'C 
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Fig. 2(b) The base flow velocity for Tw = 55°C 

Here, U and 9 are the dimensionless base flow velocity in the 
x-direction and temperature, respectively. The coefficient of 
thermal expansion, 7, for water is derived from equation (4) 
as 

= 272AT(1 + — ~ + ^ r — AT) (la) 
p 2y2AJ 2 72 7 = 

d(p/p0) 
dT 

where 

7i = - ^ [ 0 1 +2fi2ATm+3piA7l] 
Po 

72 = [02 + 3ft Arm] ,73 = 03 
Po Po 

and ATm = T2 - 3.98, AT = T, - r 2 

(76) 

The solution of the above coupled equations (5) and (6) is 

straightforward and the base flow temperature and velocity 
are determined as 

U(y) = h5y
5 + W + Xl3 J*3 + ^12^ + XUJ '+XK 

(8) 

(9) 
where 

X, -(1+3 — A 7 ) / ( l + 
72 

^ ^ + ^ A 7 ) , 
2 T 2 A r 2 72 

X10 = (X1+X2)/1920,X11 = 

X12 = -(X1+X2)/80,X13 = 

X14 = (X,+X2)/24,X15 = 

J^+1?1AT) 
2y2AT 2 72 / 

= ('/zX1 + ^ - X 2 + l)/24 

= -(0.5X!+0.25X2+ 1.0)/6 

-X2/60 (10) 

The dimensionless base flow velocity profile, U(y), is 
shown in Figs. 2 for selective wall temperature combinations 
used in this study. 

The Stability Analysis. We consider the total quantities 
slightly perturbed as 

F(T,x,y,z) = F(y)+F'(T,x,y,z) (11) 

where F = U, 9, etc. denote the base flow quantities and F' 
= u', v', w' , 9 ' , etc., the dimensionless perturbed quan
tities. The linearized equations governing the initial decay or 
growth of the disturbances are obtained with the conventional 
approach by introducing equation (11) into the system of 
equations (1-4), subtracting the base flow equations, and 
neglecting the perturbation terms of second and higher or
ders. A two-dimensional system of disturbances in x-y plane is 
considered, the dependence of the perturbation quantities on 
x, y, and T is taken as a superposition of the Fourier modes of 
the form 

F'(r,x,y) =F* (y)exp(iax+ or) (12) 

where, F = p,u,v,w or 9, " a " is the wavenumber in the x-
direction, and the complex wave frequency, a, is given by 

0= or + i(jj 

and the wavespeed is defined as 

S = - a , / a G r 

(13) 

(14) 

The solution (12) is introduced into the linearized equations 
and the variables p*, u*, w* are eliminated among the 
resulting expressions and the stream function \j/* replaced v* 
through the relation v* = - iai/*. The following per
turbation equations are obtained. 

a (D2 -a2W = [CD2 - a1)2 - iaGv { U(D2 - a2) 

-D2U}W+D[\(y)6*] 

o9* = iaGrDQ\l,* + [Pr-l{D2-a2)-iaGrU]e* 

with the boundary conditions 

9* = ^*=Zty*=0 at y=±'/i 

(15a) 
(15b) 

(15c) 

Here, the function \(y) results from the nonlinearity of the 
density-temperature relation of water and is defined as 

X(3 ' )=(l+0.5X 1+0.25X 2)-(X I+X 2) j+X 2^ 2 (I5d) 

The parameters which control the stability problem in the 
above system of equations (15) are the Grashof number, Gr, 
Prandtl number, Pr, wavenumber, a, and the coefficients, Xi 
and X2, which result from the nonlinearity of the density-
temperature relation. For certain combinations of these 
parameters, the real part of a becomes zero, and the neutral 
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state of stability occurs; marking the change over from the 
conduction regime to the transition regime. It is to be noted 
that the limiting case for X, = X2 = 0 corresponds to the 
linear density problem. 

Disturbances Energy Balance. To study the driving forces 
and mechanisms of disturbances at the critical points, we 
applied a power integral method used by Stuart [14] to study 
the nonlinear mechanics of hydrodynamic stability and later 
adapted by Bergholz [15] to calculate the relative magnitudes 
of the energy sources and sinks of the disturbances. Since we 
are interested only in the driving forces, the method is applied 
on the momentum equation. In this method, equation (15a) is 
multiplied by i/<, the complex conjugate of \p*, integrated over 
the region ( - Vi, Vi) and the physically meaningful result is 
obtained by considering only the real part of the resulting 
expression. That is (see the appendix for the details) 

ffr£ = Gri?, + R2+R3 (16) 

where 

arE is time rate of growth of the disturbance kinetic 
energy,E 

Gr.Ri represents the rate of transfer of kinetic energy from 
the mean flow to the disturbances due to Reynolds 
stress (shear forces) 

R2 represents the rate of transfer of kinetic energy to the 
disturbance due to buoyancy forces 

7?3 represents the rate of viscous dissipation of energy of 
the disturbance and is always negative 

The eigenvalue problem defined by equations (15) can be 
solved by the Galerkin Method as now described. Following 
Chandrasekhar and Reid [16], the solutions for \p*(y), and 
9* (y), that satisfy the boundary conditions (15c) are taken in 
the form 

r(y)= D a,„cm(y)+bmsm(y) (17a) 

Q*(y)= D dmsm(2mTry) + emcos[(2m-l)iry] (176) 

where the even functions C,„ (y) and the odd functions Sm (y) 
are those discussed by Harris and Reid [17] and the coef
ficients am, b,„, d„, and e,„ are in general complex. Equations 
(17a) and (lib) are introduced into equations (15a) and (15£>). 
The expression resulting from equation (15a) is multiplied 
first by C„ and then by S„, and for each case integrated over 
the region. Similarly, the expression resulting from equation 
(15b) is multiplied first by sin (2niry) and then by cos [(2n-
l)iry], and for each case integrated over the region. This 
procedure leads to an eigenvalue problem for the deter
mination of Gr, and the resulting equations are written in the 
matrix form as 

oAX=BX (18) 

In this equation X = \am, bm, dm ,em]T is the transpose of the 
coefficient vector; A and B are 47V x 47V matrices, with A real 
and symmetric, and B complex, arising from the or-
thogonalization, and N is the number of terms considered in 
approximating the eigenfunctions given by equations (17). 
The elements of A and B are given in the Appendix. The 
matrix equation (18) was solved by using International 
Mathematical and Statistical Libraries, IMSL [18], and the 
neutral stability curves were constructed for each given value 
of r , and T2. Each point on such curves was obtained by 
applying a secant method of iteration to Gr with " a " fixed by 
satisfying the requirement that the real part of the highest 
eigenvalue of the matrix equation (18) equals zero within a 
specified error of ± 0.25 for the Grashof number.. In solving 
equation (18), functions (17) were approximated by four to 

eight terms, and a convergence criteria less than 0.5 percent is 
satisfied in the determination of the actual neutral Grashof 
number. 

To carry out the computations, the Prandtl number ap
pearing in equation (15/j) was evaluated at the mean tem
perature in the slot determined from 

T0=(Tl + T2)/2 (19) 

The specific heat, cp(T), and the thermal conductivity, k(T), 
of water were obtained from the data given by Perry [13] and 
curve fitted by a least squares method to form cubic 
polynomials as 

cp(T)=C0+ClT+C2T
2 + C1T

3 (20) 

ki^^Ko+KiT+^J^+K^P (21) 

and the coefficients in equations (20) and (21), for the tem
perature range 0-55°C, are, C0 = 0.10078549, C, = 
- 0.80088538 x 1 0 " \ C2 = 0.234867 x 10"4 , and C3 = 
- 0.23198415 x 10"6 with standard error of 0.91 x 10"4; 
and K0 = 0.56584878, Kt = 0.19374081 x 10"2 , K2 = 
- 0.27256 x lO"5 and K3 = - 0.9279525 x 10"7 , and the 
standard error 0.41 x 10~3. The temperature dependence of 
viscosity, JX(T) , of water is taken as [13] 

H(T) = [2.1482f (T-8.435) 

+ V8078.4+ ( r -8 .435 ) 2 ) - 120]"' (22) 

In equations (20), (21), and (22), Tis in degree centigrade, cp 

in Kcal/kg. °C, k in w/m. °C and fi in gm/cm.s. 

Results and Discussion 

The effect of nonlinear density stratification on the critical 
Grashof number, critical wave number and wavespeed are 
investigated. The study was directed to uncover the behavior 
of the natural convection with the maximum density layer 
appearing: (a) within the water region, (b) at the boundary, 
and (c) outside the water region. Case (a) was studied by 
maintaining T2 at 0°C and changing Tx up to 20°C; case (b) 
was achieved by maintaining T2 at 3.98°C and changing T{ 

up to 55°C. Finally, case (c) was investigated by maintaining 
T{ at 55°C, 35°C, or 25°C and varying T2 down to 3.98°C. 
Since Pr and 7 depend on T, and T2, the neutral states of 
stability for this study are no longer dependent on the Prandtl 
number, but, unlike the linear density problem [4], depend on 
the combination of Tx and T2. 
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Fig. 3 Variation of critical states of stability with AT for different 
values of Tw: (a) critical Grashof number; (b) The relative magnitudes of 
buoyancy; , and Shear forces; , contributions to the kinetic 
energy of disturbances 
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Table 1 Values of critical parameters 

AT S,.Xl0J Grc Pr GrRt 

7.96 
10.0 
15.0 
20 

51.02 
41.02 
36.02 
30.0 
20 
15 
10 
5 
3.98 

5 
10 
15 
17 
20 

5 
10 
15 
20 
25 
27 
30 
31.02 

5 
10 
25 
35 
40 
45 
47 

2.35 
2.2 
2.0 
1.8 

2.80 
2.82 
0.85 
1.1 
1.4 
1.5 
1.65 
1.80 
2.0 

2.75 
2.76 
2.78 
0.85 
0.95 

2.76 
2.76 
2.76 
2.78 
2.78 
2.78 
0.9 
1.0 

2.78 
2.78 
2.78 
2.8 
2.8 
2.8 
2.8 

1.676 
2.233 
3.243 
3.715 

0.344 
0.344 
4.484 
4.525 
4.402 
4.458 
4.354 
4.257 
4.155 

= 0 
0.159 
0.251 
4.958 
4.646 

= 0 
0.089 
0.144 
0.205 
0.274 
0.303 
4.646 
4.566 

0.00 
0.043 
0.131 
0.204 
0.245 
0.289 
0.307 

Tw = 0° 
3129.0 
4125.0 
4195.0 
4508,0 

7^ = 3.98 
12378.0 
12926.0 
11494.0 
8422.0 
5994.0 
5318.0 
4745.0 
4295.0 
3659.0 
7* = 25 
8731.0 
9828.0 
11283.0 
10104.0 
7619.0 
r,„ = 35 
8317.0 
8861.0 
9529.0 
10358.0 
11392.0 
11881.0 
10173.0 
8863.0 
r w = 55' 
8072.0 
8320.0 
9296.0 
10213.0 
10779.0 
11436.0 
11729.0 

C (case (a)) 
11.51 
11.10 
10.18 
9.38 

°C(case(6)) 
5.48 

C(case 

6.20 
6.61 
7.18 
8.3 
8.95 
9.70 
10.54 
12.38 
(c)) 
6.52 
6.98 
7.48 
7.70 
8.04 

C (case (c)) 
5.10 

C(case 

5.41 
5.75 
6.12 
6.52 
6.70 
6.98 
7.07 

(c)) 
3.4 
3.6 
4.12 
4.57 
4.82 
5.10 
5.22 

0.00085 
-0.00864 
-0.01099 
-0.00678 

0.78666 
0.77814 
0.03177 
0.01948 
0.00520 
0.00052 

-0.00579 
-0.01159 
-0.01686 

0.80064 
0.79621 
0.78764 
0.02661 
0.02322 

0.81176 
0.80814 
0.80310 
0.79778 
0.78695 
0.78017 
0.02859 
0.02507 

0.83228 
0.82973 
0.82011 
0.81614 
0.80922 
0.80050 
0.79638 

0.99915 
1.00864 
1.01099 
1.00678 

0.21334 
0.22296 
0.96823 
0.98052 
0.99480 
0.99948 
1.00579 
1.01159 
1.01686 

0.19940 
0.20379 
0.21065 
0.97339 
0.97678 

0.18653 
0.18990 
0.19479 
0.20223 
0.21225 
0.21098 
0.97141 
0.97495 

0.16729 
0.16976 
0.17989 
0.18370 
0.18868 
0.19850 
0.20262 

The variation of the critical Grashof number, Gr,., with the 
temperature difference, AT, and Tw (T„ is either Tt or T2) is 
illustrated in Fig. 3(a). For Tw = 0°C, which corresponds to 
case (a), the larger is the AT the more stable is the flow. In this 
curve, the point at AT = 7.96 corresponds to the situation in 
which the maximum density occurs at the midlayer in the 
water; clearly, the flow is most unstable at this particular 
condition. Case (b) is characterized with the curve for Tw = 
3.98°C. Decreasing ATstabilizes the flow until AT = 41°C is 
reached; but, further reduction in AT destabilizes the flow. 
The curves marked T„ = 25, 35, and 55°C corresponds to 
case (c). With Tw equal to 25 °C, increasing AT stabilizes the 
flow until AT = 15°C is reached, and further increase in AT 
destabilizes it. The same behavior is observed for the curve 
marked Tw = 35 until AT = 27 °C is reached. In the case of 
Tw = 55°C, increasing AT continues to stabilize the flow. A 
comparison of the results for the above three cases reveals 
that case (a) is the most unstable situation. The behavior of 
the critical Grashof number shown in Fig. 3(a) will be ex
plained later on with a comparison of the corresponding 
results in Fig. 3(b). 

The variation of the critical wavespeed, Sc, with AT for the 
three different cases discussed previously is illustrated in Fig. 
4. The curve for Tw = 0 (i.e., case (a)) the instability sets in 
as traveling wave moving upwards (i.e., against the gravity) 
with a wavespeed higher than the maximum velocity of the 
corresponding base flow. As AT increases, the wavespeed 
approaches the corresponding maximum base flow velocity. 
The curve for T„ = 3.98°C (i.e., case (b)) shows that the 
instability sets in as traveling wave drifting in the upward 
direction with a speed equal to the corresponding maximum 
base flow velocity, until the wavespeed exhibits a sudden drop 
to about one tenth of its value at AT = 41 °C. Beyond AT = 
41 °C, the wavespeed remains constant at a value much, less 
than the corresponding maximum base flow velocity. The 

a 

O *h 

-

• 
sir 

0,0/7 : 

v ; / 
/ / ; 
25 J 35 .: 

55 ""--

55 

3.98 
- ~ . 

TEMPERATURE DIFFERENCE , sT 
Fig. 4 The critical wavespeed for different values of Tw: 
maximum base flow velocity, U; wavespeed, S 

curves T„ = 25, 35, and 55 °C corresponds to the condition of 
case (c). For all three cases, the instability sets in as stationary 
wave for AT <5°C. The increase in AT will cause the 
stationary wave to move upwards in the direction opposite to 
gravity with a wavespeed much less than the corresponding 
maximum base flow velocity. As AT increases the curves for 
T„ = 25°C and 35°C exhibit sudden jumps at AT = 15°C 
and 21°C, respectively, reaching to about ten times its 
magnitude before the sudden jump. It is well known that the 
critical wavespeed is less than the maximum velocity of the 
base flow for homogeneous, inviscid, parallel shear flows; 
then if the traveling wave exercises a speed equal or greater 
than the maximum base flow velocity, this should be due to 
the work of buoyancy forces which arise from the base flow 
temperature field. 
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A sampling of the values for the critical parameters for 
three cases considered above are listed in Table 1. The results 
in this table reveal that, for the case Tw =0°C, the critical 
wave number, ac, decreases as Arincreases. In the case of Tw 

= 3.98°C, there is a sudden drop in ac at AT = 41 °C; and as 
&T decreases below 41 °C, ac increases gradually. Finally the 
cases for Tw = 25 and 35 °C exhibit a sudden drop for ac to a 
one third of its value at AT = 15°C and 27°C, respectively; 
but for the case Tw = 55°C there appears to be no significant 
change in the value of ac with AT. 

The computation of the kinetic energy balance was con
ducted to provide enough information to explain the behavior 
of the critical states of stability. In calculating the relative 
magnitudes of the energy terms, equation (16) was normalized 
by setting the rate of viscous dissipation term, R3, equal to 
- 1, thereafter, the sum GrR* + R* - I is zero, or very near 
zero, since ar = 0 at the critical points, where R* and R$ are 
the relative magnitudes of R] and R2 in relation to R}, 
respectively. A sampling of GrR* and R* magnitudes at the 
critical points is also listed in Table 1. Since the nonlinear 
terms in density-temperature relationship appear only in the 
base flow velocity and the buoyancy term in equations (15), 
changing the values of the terms X, and X2 resulting from the 
nonlinearity of temperature-density relation will affect the 
magnitudes of GrR* and R*. The effects of nonlinearity of 
density is very strong when the fluid region contains the 
maximum-density layer or its neighboring layers. As apparent 
from Figs. 2, the effect of the existence of the maximum 
density layer, whether it is within the fluid at the boundary or 
outside the fluid region, is to destroy the odd-symmetry of the 
base flow velocity encountered in linear-density problem [4]. 
Furthermore, the symmetry is restored if the effects of the 
maximum density layer is forced to vanish, by decreasing AT 
as is shown in Fig. 2(b). 

In Fig. 3(6), the magnitudes of GrR* and R* are shown for 
different values of Tw. For T„ = 3.98°C, decreasing AT 
means that the fluid region will contain more layers closer to 
the maximum density layer, giving rise to the buoyancy forces 
term, R* over the shear forces term GrR*. As apparent from 
this figure, the disturbances for AT<41°C derive most of 
their kinetic energy from the work of the buoyancy forces, 
while for AT>4l°C, the main contributor to the disturb
ances kinetic energy is the act of the shear forces. For the 

cases of T„ = 25 °C, 35 °C, and 55 °C, increasing AT will 
allow the fluid region to contain more layers closer to or to 
include the maximum-density layer, which will increase the 
role of R* and decrease that of GrR* as contributors to the 
kinetic energy of the disturbances. Other works like Bergholz 
[15] and Hart [3] found that, in the conduction regime, in
creasing the kinetic energy contributed by the buoyancy forces 
destablized the flow. This situation occurs at AT = 15 for Tw 

= 25 and at AT = 27 for Tw = 35, which corresponds to the 
other wall being kept at 10°C and 8°C, respectively. If TK, is 
increased above 35°C, then we expect that the disturbances 
will derive most of their energy through the work of the 
buoyancy forces if the other wall temperature is kept at a 

W A V E N U M B E R , a 

Fig. 5(b) Neutral state of stability for Tw = 3.98°C 
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temperature closer to Tmax, until T„ reaches a value such that 
pmax has little effect. At Tw = 55 "C, for all AT, the disturb
ances gain most of their kinetic energy from the shear forces. 
For Tw = 0°C, we found that the buoyancy forces are the 
only contributors to the disturbances kinetic energy. In their 
study of the buoyancy driven instabilities, Gill and Davey 
[19] found two minima neutral stability curves at low Prandtl 
number. They showed that the low-wave number minimum is 
relevant to the thermal disturbances and disappeared when 
the buoyancy effects were neglected. Therefore, high-wave 
number minimum corresponds to hydrodynamic stability 
arising from the velocity filled of the base flow (i.e., shear 
forces). 

The above conclusion of Gill and Davey [19] can be utilized 
to analyze the relative contributions of the buoyancy and 
shear forces from the behavior of the neutral stability curves 
in addition to that obtained from the energy balance 
calculations. In Figs. 5(a)-5(c), the neutral stability curves 
resulting from the buoyancy (low-wave number minimum) are 
shown with dashed lines and those resulting from Reynolds 
stress (high-wave number minimum) are shown with solid 
lines. Figure 5(a), which is for Tw = 0°C, shows that the low-
wave number minimum is lower than the high-wave number 
minimum for all AT, thus the instabilities are buoyancy 
derived. In the case of Fig. 5(b), which is for Tw = 3.98°C, 
there is a shift in the relative position of the two minima such 
that the low-wave number minimum is lower than the high-
wave number minimum for AT < 40°C, but it is higher for 
AT > 40°C; eventually the low-wave number minimum 
disappears for AT = 51 °C. Therefore, we conclude that for 
AT < 40 °C the disturbances are due to the work of the 
buoyancy forces and for AT > 40°C thus are shear deriven 
disturbances. In Fig. 5(c), the neutral curves are shown for Tw 

= 35°C; as AT decreases the low-wave number minimum 
shifts its position upwards while the high-wave number 
minimum moves downwards. The transition from low-wave 
number minimum to high-wave number minimum occurs at 
AT = 27°C, as shown previously in Table 1, i.e., for AT < 
27°C the instabilities are due to the shear forces, while AT > 
27°C the instabilities result from the buoyancy forces. 

No experimental data appears to be available for the 
nonlinear density problem considered in this study in order to 
compare the results of the analytical solution. Therefore, only 
the limiting cases in which the nonlinearities are weak, that is 
\t and X2 tend to zero, are compared with some of the 
available linear density problems. Those limiting cases all 
belong to the category (c), for which the maximum density 
layer is outside the water region. For example, in Table 1, the 
cases (c) for Tw = 25, 35, and 55°C when AT = 5°C, 
correspond to, respectively, X, = - 0.18483, - 0.10173, -
0.05128, and X2 = - 0.01266, - 0.00959, - 0.004315. A 
comparison of these results with those of Korpela et al. [4] 
and Vest and Arpaci [5] for Gr£. = 7989, ac = 2.65 and Pr < 
12.7 shows that the present results yield a little higher values 
for the critical Grashof and wave numbers; this is expected 
since \ and X2 are not zero. 

Another effect of the nonlinear density stratification is that 
the single neutral stability curve is no longer applicable for all 
Prandtl numbers less than 12.7, in contrast to the linear 
density problem results presented in references [4,5]. As 
shown in Figs. (5a), (5b), and (5c), there are several neutral 
stability curves in the range of Prandtl number from 3.4 to 
12.38. 
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A P P E N D I X 

The matrices A and B of the matrix equation (18) are 
written in the form 

C 0 0 0 

0 D 0 0 
A-

0 0 E 0 

0 0 0 ^ 

GR 0 KR LR 

0 QR SR TR 
B-

0 0 WR 0 

0 0 0 ZR 

+ iaGr 

GI HI 0 0 

PI QI 0 0 

0 VI WI XI 

MI 0 YI ZI 
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where the elements of the submatrices are given by 

C = (£C,„,C„),D= (£S„,,S„),E= (sm2mwy,sm2niry) 
F = <cos[(2M-l)7ry],cos[(2/7--l)7ry]> 

GR = < £ 2 C m , C „ > , G / = - < £ C,„,C„> 
HI = - < £ S,„,C„) 
KR = (D[\iy)sm(2mwy)],Cm),LR=W[My)cos 

((2m-l)iry)],Cn) 
PI = -<£>C„, )S„> 

QR = (£2Sm<S„),QI = -<£ < S m ,S„> 
SR = WlMy)sin2mTry],S„) 
TR = <D[X(^)COS((2W-1)TT>')] ,S„> 

VI = (D~eSm, sin(2«7ry)> 
WR = Pr-'<£sin(2/?77r>'),Sin(2«7r7)> 
WI = -<C7sin(2w7rj),sin(2«7ry)> 
XI = -(Ucos((2m-l)iry),sm(2niry)) 
MI = <£>ecos((2m-l)7r>'),cos((2«-l)7ry)> 
YI = -(Usm(2miry),cos((2n-l)Try)) 

ZR = Pr-'<£cos((2w-l)7rj'),cos((2/j-l)7r^)> 
ZI = -(Ucos((2m-l)iry),cos((2n-\)iry)) 

The quantities in equation (16) are given as 

GI HI 
Ri = (H[/2ia[dnbn] 

R2 = 6\Vi[dnb„] 

<5M[anbn] 

PI QI 

KR LR~ 

SR TR 

GR 0 

0 QR 

where (R stands for real part of the expression, £ = (D2 -a2), 
£_ = [U(D2 - a1) - D2U] and dr, br are the complex 
conjugate of ar and br. 
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Natural Convection Correlations for 
Vertical Surfaces Including 
Influences of Variable Properties 
New correlations are presented for natural convective heat transfer from vertical 
isothermal surfaces in gases. The influences of variable properties are accounted for 
by using empirical equations which are of the general form Nu — g(Ra) • 
f(Ra,Tw/T„). The influence of the reference temperature at which the thermal 
properties are evaluated is also established. Comparisons with available data are 
made over a Rayleigh number range 104 < Ra < 1012 and a range in the surface-to-
ambient temperature ratio of 1 < T„/T„ < 2.6. Five data sets, which represent 
over 200 test points, are examined. 

Introduction 

A variety of theoretical expressions and correlations of 
experimental data have been derived for the prediction of heat 
transfer rates from vertical surfaces by natural convection to 
a surrounding fluid. Discrepancies exist between these 
correlations, however, which have not been fully resolved, 
especially in the turbulent regime. For example, Eckert and 
Jackson [1] proposed the following correlation for the 
average Nusselt number, Nu 

Nu = 0.021(Ra)04, 10 '°<Ra<101 2 (1) 

where Ra is the Rayleigh number—the product of the Grashof 
and Prandtl numbers, GrPr. Equation (1) is based on Eckert 
and Jackson's theoretical results and the experimental data of 
Saunders [2] and Griffiths and Davis [3]. Kutateladze [4] and 
McAdams [5] proposed the correlation 

Ra>2.107[4] 
Nu = 0.13Ra / ! , 0 „ (2) 

109<Ra<101 2[5] 

whereas Bayley [6] found that both theory and experiment 
gave the empirical equation 

Nu = 0 .10Ra l / ) ,2 .10 9 <Ra<10 1 2 (3) 

Warner and Arpaci [7, 8] found good agreement between their 
data and equation (3). At Ra = 1010, correlations (1) and (3) 
give essentially the same result, which lies 30 percent below 
that given by equation (2). At Ra = 1012, correlations (1) and 
(2) give essentially the same result, which lies 30 percent above 
the respective value from equation (3). The questions to be 
answered are: How can these differences over this relatively 
narrow range of Ra be explained? Are there undefined 
quantities which need to be taken into account? 

Clausing and Kempka [9] recently showed that one 
significant source of discrepancy is the influences of property 
variations, i.e., those other than the essential density dif
ference which gives rise to the free-convective flow. New 
correlations are given in this paper, which include the effects 
of property variations for the laminar, transitional, and 
turbulent regimes. The influence of the reference temperature, 
which is used in the evaluation of thermophysical properties, 
is also shown for the turbulent regime. Only gases and 
isothermal surfaces are considered. 

Another source of significant discrepancy is the ther
mophysical properties which are used in reducing the 
dimensional experimental data to the dimensionless variables, 
Nu and Ra. For example, the thermal conductivity, k, of air 
at a temperature of 316 K and a pressure of 0.1013 MPa, 
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which is used by Saunders [2], 0.0239 W/m-K, lies 13 percent 
below the value commonly accepted today, 0.0274 W/m-K 
(see Clausing [10] for a discussion of thermophysical 
properties of gases and the properties used in this study at 
standard pressure). Saunders's natural convection data were 
taken at pressures between 0.043 and 67.7 atm. The elevated 
pressure property data, which were published in 1932 and are 
reported in Table 2 of [2], also differ significantly from those 
used in this study [11]. Even data given in heat transfer 
textbooks published in the 1980s contain thermal conductivity 
data for air at standard pressure which differ at high tem
peratures by as much as 27 percent (see Clausing [10]). Such 
differences, interpolation errors, etc., give rise to significant 
discrepancies in the results when reported in dimensionless 
form. On the other hand, if the dimensional experimental 
data are reported, appreciably more meaningful comparisons 
can be made. For example, Saunders's raw data are tabulated 
[2] and appear to be of exceptional quality. Thus, these data 
after reduction with consistent thermophysical properties 
provide excellent tests of proposed correlations. However, 
this is a difficult task since most of Saunders's data are at 
pressures significantly different than one atmosphere. 
Consequently, all of the published comparisons with the 
Saunders's data (see, e.g. [1, 5, 6, 7, 8]) appear to have 
utilized the dimensionless parameters. 

Other significant sources of discrepancies between the 
various data sets, and even within a given data set, are: 

1 Radiative heat transfer. For example, the estimate of 
the radiative heat transfer which is provided by Griffiths and 
Davis [3] exceeds the convective heat transfer for most of their 
data. Eighteen and 20 percent corrections are reported by 
Vliet and Ross [12]. Warner [7] states: "Since insulation and 
radiation losses were difficult to calculate or measure 
precisely. . .these were accounted for by obtaining a 
regression fit of the laminar range heat flow data to the 
laminar theory." Quantitative values were not supplied. 

2 Drafts or currents due to extraneous sources. For 
example, Warner [7] states: "It was found that the ambient 
turbulence caused by workaday laboratory operations had a 
large effect upon the air in the test space. To eliminate this, 
the entire apparatus was isolated from the rest of the 
laboratory by a special partition, and readings were taken 
when disturbances were at a minimum." Vliet and Ross [12] 
state: " . . .standard window screen was installed to minimize 
the effects of ambient room disturbances. . .and tests were 
conducted after, or prior to, normal working hours while the 
air in the room was thermally unstratified and when con
vective disturbances in the room were minimal.'' 

3 A stratified environment. For example, Cheesewright 
[13] states (regarding comparisons of his laminar data with 
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theoretical results and other experimental results): "the 
discrepancy is due to the existence of small vertical tem
perature gradients in the laboratory during the experiments" 
(Cheesewright [3,10]). 

4 Three-dimensional effects or surface curvature if 
vertical cylinders are used. 

5 Conductive heat transfer. 

New correlations are proposed which are not biased by these 
influences. Comparisons between these correlations and 
available data are given in the section entitled, Further 
Comparisons. 

Correlations 

The dimensionless groups which govern the heat transfer by 
natural convection from an isothermal vertical plate of in
finite width are deduced from a dimensional analysis of the 
general, compressible form of the governing equations. The 
simplifying assumptions are: a laminar flow of a Newtonian 
fluid, a perfect gas, negligible gas absorption, negligible 
viscous dissipation, and negligible work done by compression. 
The dependent variables, cp/cpr, \xl>r and k/kr, are general 
functions of only the dimensionless temperature, T/Tr. The 
average Nusselt number with these assumptions is a function 
of 

N\x=J(Gr,PT,Tw/TQ.) (4) 

, enables one to arrive 
the Boussinesq ap-

Including the additional group, Tw/T, 
at equation (4) without making 
proximation. 

The influence of variable properties is taken into account in 
equation (4) with the parameter, T^/T^. This is contrasted 
with commonly used procedures—the reference temperature 
method and the property ratio method. The correlations 
which are derived are of the form 

Nu = g(Ra)./(Ra,r ) v /ro o) (5) 
where g(Ra) is defined as the constant property correlation, 
i.e., /(Ra,l) = 1. Although equation (5) is similar to the 
property ratio method, the stringent constraint of having to 
account for variable property influences with a function of a 
single property ratio is removed. The function, / , is, of 
course, dependent on the reference temperature which is used 
in the evaluation of Nu and Ra. All properties in this paper, 
including /3, are based on the film temperature, Tf = (Tw + 
T„)/2, unless indicated otherwise with the appropriate 
subscript. 

The data which are used in this study are for free con
vection in air or gaseous nitrogen. Hence, the influence of the 
Prandtl number and the ability to consider the single 
parameter, Ra, in place of the two parameters, Gr and Pr, is 
not resolved. Since the variations of the thermophysical 
properties of liquids with temperature are drastically different 
than those for gases, the derived functions, / , are not ap
plicable to liquids. 

The correlations which follow are based on data obtained in 

a sealed, cryogenic test facility at the University of Illinois at 
Urbana-Champaign (UIUC). It is a variable ambient tem
perature facility which can operate with test section tem
peratures between 80 and 350 K. The cryogenic tunnel 
provides a means of obtaining large Grashof numbers. The 
variable, Tm, feature enables one to cover large ranges of the 
relevant dimensionless groups, Tw/T„ and Gr, with a single 
model without the results being masked by the radiative 
mode. The influences of T„ and AT on Ra and the advantages 
of the use of a cryogenic environment are described in detail 
in [14]. The UIUC facility, the model, and experimental 
procedure are described in [9]. 

All of the sources of discrepancy, which are discussed in the 
previous section, are virtually negligible quantities in the 
UIUC cryogenic facility except, of course, the influence of 
variable properties—the focus of the investigation. 
Specifically: 

1 The properties of gaseous nitrogen and air (the working 
fluids) are accurately known (see [10]). 

2 Drafts are eliminated in the sealed, cryogenic chamber. 
3 Radiative heat transfer is drastically reduced, especially 

in the turbulent regime where Tw<228 K (the model is 
polished aluminum). 

4 The transient technique which is used in the deter
mination of h reduces both conduction heat transfer and the 
influences of stratification to negligible quantities. 

5 The cylindrical geometry eliminates edge effects. Since 
Dl{k h~x) is sufficiently small, curvature influences are 
negligible. 

Consider next the specific functions, g and / , for the 
regimes of interest. Clausing and Kempka [9] found that if the 
properties were evaluated at the film temperature, all data in 
the laminar regime lie within 2 percent of the Schmidt-
Beckmann correlation [5], 

Nu = 0.52Ra l /S ,Ra<3.8-108 (6) 

that is, the function, / , is unity in the laminar regime if Tr — 
Tf 

In the turbulent regime, Clausing and Kempka [9] used the 
Bayley correlation, equation (3), for the constant property 
correlation, g(Ra), and then proceeded to deduce the variable 
property influence, / . A closer examination of the four data 
points at the minimum Tw/T„, 1.12, shows that they lie 
slightly below the Bayley correlation. These data would lie 
even further below this correlation if an adjustment could be 
made for T„/T„ being greater than unity. Although the 1/3 
exponent of the Rayleigh number fits the data well (see Fig. 6 
of [9]), it was concluded that the Bayley correlation does not 
accurately represent the limit—the constant property 
correlation, g(Ra). Thus, a new constant property correlation 
was generated solely from the UIUC data. 

The 1/3 exponent was accepted, and the conclusion that the 
variable property influence could be accurately represented by 
a second-degree polynomial in Tw/Tm was adapted. A least 

f 

k = 

L 
T 

— N o m e n c l a t u r e 

specific heat, kJ/kg - K 
defined by equation (5) 
defined by equation (5) or 
gravitational constant, m/s2 

convective heat transfer 
coefficient, W/m2 - K 
thermal conductivity, 
W / m - K 
characteristic vertical length, m 
temperature, K 
coefficient of thermal ex
pansion, 1/K 

AT = (T„ - T„),K 
ix = dynamic viscosity, K g / m - s 
p - density, kg/m3 

Subscripts 
/ = properties based on film 

temperature, Tf = (T„ + 
r„.)/2 

/ = laminar/transitional boundary 
r =. reference temperature, 7), T„, 

orTm 

t = transitional/turbulent bound
ary 

tr = transitional regime 
w = wall 
oo = ambient fluid 

Dimensionless Groups 
Gr = Grashof number, p2g@(T„ -

Tm)L3/ix2 

Nu = Nusselt number, hL/k 
Pr = Prandtl number, \xcp Ik 
Ra = Rayleigh number, GrPr 
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Fig. 1 Variable property correlation—turbulent regime 

Table 1 Constants in variable property correlation, / (see 
equation (8)) 

Ref. temp. bo >\ Mean dif. (%) Max. dif. (%) 
T 

I 00 

-1 .5 
-0 .9 
-0.32 

3.1 
2.4 
1.77 

- 0 . 6 
- 0 . 5 
- 0 . 4 5 

2.5 
2.5 
2.8 

7.8 
7.2 
6.2 

squares, second-degree fit of the experimental data is used to 
determine the value of b[, i = 1, 2, or 3 where 

Nur/R^'=bi + b((Tiv/T<x,) + bi/Tw/Ta)
2 (7) 

Utilizing the constraint/(l) = 1, gives 

Nur = 0.082 Ra* • [b0 + bx{Tw/T„) +b2(Tw/Ta)
2) (8) 

where the constants, b, are given in Table 1 for three different 
reference temperatures—Tw, Tj, and T„. The average ab
solute difference and the maximum absolute difference 
between the data and the respective correlation are also in
dicated in Table 1. The three variable property correlations 
and the corresponding experimental data are shown 
graphically in Fig. 1. 

The use of the film temperature as the reference tem
perature in the turbulent regime might seem more logical since 
this reference temperature accounts remarkably well for the 
influence of variable properties in the laminar regime. Thus, it 
adds conformity and simplifies the presentation of results 
when both regimes are simultaneously considered. On the 
other hand, the results in Fig. 1 show that using the ambient 
temperature as the reference temperature results in a weaker 
influence of Tw/T„ in the turbulent regime. The use of the 
wall temperature for the reference temperature has little merit 
and is included only for completeness. 

It is expected that the structure of turbulent boundary 
layers should be more strongly dependent on the ambient 
properties since most of the temperature drop occurs across 
the laminar sublayer. Thus, Tr = Tw results in the strongest 
dependence on Tw/T„, and Tr = T„ results in the weakest 
dependence. Hence, if the variable property influence,/, were 
not available, it is recommended that the ambient temperature 
be used as the reference temperature. The film temperature 
and the correlation 

Nu = 0.082 Ra' / J . / , Ra>1.6O0 9 
(9) 

where 

/= -o.9 + 2.4(rw/r00)-o.5(rlv/r00)
2,ISTO/T..<2.6 (i0) 

3.0 

2.5 

.32.0 

1.5 

1 

Transitional Regime, 3.8x 

1.6 RaQ193 

o^a 

~ ~ \ ) . 5 2 Ra1/4 

1 

\ ^ 

108<Ra 

a 

0.082 

<1.6xl09 

a 

/ 
Ra1/3 

8.0 8.5 9.0 

Log10(Ra) 

Fig. 2 Data in transitional regime 

9,5 

3.0 

2.5 

Transitional Regime, 3.8xl08<Ra<1.6xl09 

0082 Ra1/3 

8.0 8.5 9.0 
Log10(Ra) 

9.5 

Fig. 3 Transitional data normalized for influences of variable 
properties 

is used throughout the remainder of the paper for the tur
bulent regime. 

The transition regime was determined from the data to be 
3.8-108 < Ra < 1.6-109. Specifically, the influence of 
T„/T„ was negligible for Ra < 3.8»108 which will be 
denoted as Ra, and could be correlated with equation (10) if 
Ra > 1.6-109 which will be denoted as Ra,. Thus, this is the 
definition of the "transitional" regime. Although the limits 
of the so-called transitional regime, Ra, and Ra,, appear to be 
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relatively independent of T„/T„ when Tf is used as the 
reference temperature, sufficient data have not been obtained 
to clearly establish such independence. The data in the 
transitional regime with no variable property correction are 
shown in Fig. 2. 

Since/is unity over the laminar portion of the surface, L < 
L, where L/ oc Raj/! and since/is given by equation (10) for L 
> L, where L, <x Ra/4, the variable property influence in the 
transition regime, flr, is hypothesized to be 

/ , f = c /-i)fR a*rR a;]+ i (ID 

That is, the difference between the turbulent and laminar 
variable property influences, (f - 1), is weighted by the 
fraction of the plate with a turbulent boundary layer. The 
constant property correlation for the transitional regime was 
determined by assuming g(Ra) = c, Rac2 and determining the 
constants C\ andc2 from the constraints: C\ Raf2 = 0.52 Ra/4 

and C] Ra,C2 = 0.082 RaJ/j. This procedure gives cx = 1.6 and 
c2 = 0.193; hence 

Nu = 1.6 Ra0-193 • / „ , 3.8.108 < R a < 1.6-109 (12) 

Unlike the turbulent regime, / is dependent on both Ra and 
TwlT„ in the transitional regime. The agreement between the 
data and correlation (12) is shown in Fig. 3. 

On a graph of the log Nu versus log Ra, a family of parallel 
straight lines is obtained in the turbulent regime—one line for 
each value of the parameter Tw/T„. As Ra is decreased, this 
family of straight lines becomes, at Ra = Ra,, a family of 
curves which converge to a point (Nu = 72.6) at Ra = Ra, = 
3.8» 108. No discontinuities exist between regimes regardless 
of the value of Tw I Ta. 

Further Comparisons 

Tabulated results are used in all comparisons which follow 
in order to eliminate translation errors. Except for the data of 
Warner [7], whose dimensional data were unavailable, the 
dimensional tabulations are used. Hence, the resulting 
dimensionless groups are referenced to the same ther-
mophysical property base. A prerequisite to meaningful 
comparisons with the proposed variable property correlations 
is knowledge of two of the three quantities, Tw, Ta, and AT, 
for each point. If the data are unavailable in dimensional 
form, the reference temperature must also be specified. Not 
all data in the literature could be considered for these reasons 
(see, e.g., the data of [13]). 

A remarkable set of experimental data for natural con
vection from vertical isothermal surfaces is the data of 
Saunders [3]. It was published in 1936 and has already played 
a major role in testing and generating other empirical 
correlations. Saunders investigated the effect of pressure 
upon natural convection in air at pressures ranging from 
0.043 atm to 67.7 atm. He used platinum and copper plates 
which ranged from 3.25 mm to 229 mm in height. The low 
pressure (p < 0.5 atm), low Rayleigh number (Ra < 104) data 
were not considered in order to eliminate the need for accurate 
thermophysical properties at low pressures and enlarge the 
dimensionless plots which follow. Saunders's dimensional 
data appear to contain none of the sources of discrepancy 
discussed in the Introduction. Specifically: (i) drafts and 
stratification were eliminated by using a steel pressure vessel 
which was immersed in a tank of water; (if) since the radiative 
loss is independent of pressure and h increases drastically with 
increasing pressure, the radiative heat loss ranged from 6 
percent to a small fraction of 1 percent; and (Hi) three-
dimensional influences were experimentally shown to be 
negligible. (Note also that at high pressures, large Rayleigh 
numbers can be generated with relatively thin boundary 
layers.) Saunders's data are extensive. A total of 52 tests were 
reported, of which 39 fell into the regimes being considered. 

Two data points were reported by Vliet and Ross [12] for a 
7.32-m vertical plate with a constant heat flux over its surface. 
Average dimensional data were reported for the upper 40 
percent of the plate. At the Rayleigh numbers of the data, Ra 
> 3«10", the plate is nearly isothermal over the upper 90 
percent; hence, the data should agree with average data for 
isothermal surfaces. Stratification was reported to be ±5 
percent of AT or less; the conduction correction was less than 
1 percent, and the radiation corrections were 22 and 18 
percent. Side panels and screening " . . .produced an 
essentially two-dimensional boundary layer flow in the central 
one-third to one-half of the plate over its length, with no 
noticeable effect of ambient disturbances on the flow." 

The data sets are compared in Figs. 4-6 with the proposed 
correlations using graphs of Nu/(0.082 Ra'7' •/) or Nu/(0.082 
Ra'4) versus log (Ra). In contrast, a more conventional 
comparison, log (Nu//) versus log (Ra) is given in Fig. 7. In a 
log (Nu) versus log (Ra) presentation, the scatter is reduced by 
the logarithmic scale and the apparent scatter is further 
reduced by the large range of Ra often used. The ranges of 
T„/Tm, the number of data points, n, in each regime, the 
means, j £ Nu/(g»/) ] In, and the mean percentage differences 
100 ( L11 - Nu /g / ) I J //? are given in Table 2. 
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Fig. 7 Comparison between normalized data and correlations 
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Table 2 Comparisons between data and correlations 
Regime Laminar Transitional Turbulent 

Investigator(s) No. of Mean no. of Mean no. of Mean 
(range of Tw/Tx) pts. Mean dif. (%) pts. Mean dif. (%) pts. Mean dif. (%) 

Clausing & Kempka [9] 
(1.04<7Vr«„<2.53) 14 .998 1.0 10 .964 5.4 23 .994 2.5 
Vliet&Ross[12] 
(1.03<rH,/r<y,<1.06) = --- 2 1.06S 6.5 
Warner & Arpaci [7, 8] 
(1.09 <7V7\„< 1.20) 10" .953 5.3 8" 1.010 4.0 78" 1.014 2.8 
Saunders [2] 
(7V7\„ = 1.19) 21 1.058 6.1 2 1.014 2.8 16 .989 3.9 
Griffiths & Davis [3] 
(K7'H , /r„<1.51) 24 1.74 74.1 6 1.357 35.7 28 1.330 33.0 
All investigators 
except [3] 45 1.016 — 20 0.987 — 119 1.008 
"Four tests 

The data, without accounting for variable property in
fluences, are given in Fig. 4. The reduction in the scatter 
which is made with the variable property correlation,/, can be 
seen by comparing Fig. 4 with Figs. 5 and 7. The agreement is 
indeed remarkable, especially considering the ranges of the 
parameters—3.25 mm < L < 7,320 mm; 1.03 < Tw/Tm < 
2.53; 0.97 atm < p < 67.7 atm; 9 K < AT < 140 K; and 82 K 
< To, < 305 K. More scatter is present in the Warner data [7] 
(see Fig. 6), although the means agree equally well. Regarding 
the scatter in these data, it is noted that: (;') the data are 
probably based on a different source of thermophysical 
properties; (ii) the radiation and conduction correction is 
inferred from laminar theory, and there is appreciable scatter 
in the laminar data; (Hi) the thermal stratification in the test 
apparatus ranged from 0.09 AT to 0.16 AT. This variation is 
approximated by a linear function, and h is based on the 
approximate, local AT; and (iv) the data represent four 
different tests with essentially three different values of Tw. T„ 
simultaneously effects the radiative loss, the influences of 
stratification, and variable property influences. The latter 
influence was weak since 1.09 < T„/T„ < 1.20. 

The Griffiths and Davis data [3] which were first published 
in 1922 are also given in Fig. 6. These data are from 
aluminum and steel plates, 1.27 m in height, and from a series 
of vertical cylinders with lamp-blacked surfaces, 174 mm in 
diameter, and with active lengths ranging from 46.5 mm to 
2635 mm. The radiative heat transfer was an obvious source 
of error in these data due to its large contribution. It exceeded 
the convective heat transfer in most cases. The divergence 
exhibited in Fig. 6 at low Rayleigh numbers is undoubtedly 
due to errors in correcting for the conductive loss to the 
inactive ends of the cylinder. The mean values of 
Nu/{g(Ra)./(rB , /r0 O)) are 1.30, 1.51, 1.95, and 2.11 for 
cylinder lengths of 288, 152, 80, and 46.5 mm, respectively. 

Conclusions 

The following conclusions are drawn from the study. 

(i) Good agreement exists in all three regimes between the 
correlations and the data with the exception of the Griffiths 
and Davis's data. Since the influences of T„, Tx and T„/T„ 
on errors due to radiation, stratification, thermophysical 
properties, etc., are not clearly negligible, no conclusions can 
be drawn regarding the small differences which generally 
arise. 

(ii) The film temperature is the most convenient reference 
temperature unless only the turbulent regime is of interest. In 
the latter case, the ambient temperature reduces the influence 
of Tw/Tx. The value of data, which are reported in 
dimensionless form, is greatly compromised if Tr or Tw/T„ is 
unspecified. 

(Hi) An accurate thermophysical property base is a 
prerequisite to correlating the influences of parameters such 
as ambient temperature, ambient pressure, and wall tem
perature. Inaccurate thermophysical properties, interpolation 
errors, incorrect reference temperatures, and other in
consistencies are equally defeating in both the generation and 
the use of dimensionless correlations. 
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A Correlation Theory for Steady 
Natural Convective Heat Transport 
in Horizontal Annuli1 

A correlation theory for two-dimensional natural convective heat transport data for 
horizontal annuli of arbitrary cross section has been developed and applied to two 
configurations: (i) concentric circular cylinders and (ii) annuli formed by an inner 
hexagonal cylinder and an outer circular cylinder. Also embodied in the theory is 
the capability to predict local as well as mean heat transfer. Thermal boundary 
conditions of the form T'x'" can be accommodated. Data for the Rayleigh number 
(RaR) varied from 10 to 107, Prandtl number (Pr) varied from 0.7 to 3100, and 
the aspect ratio (A' //•', maximum annulus gap/minimum radius of inner annulus) 
varied from 0.5 to 2.0. Even with these large variations, the present correlation 
theory collapses all the experimental data for the annular geometries to a signle line. 
The physical problem appears to be completely specified by a single equation when 
the following is known: thermal boundary condition (i.e., m), the fluid (i.e., Pr), 
the aspect ratio, the Rayleigh number, and the geometry. This work demonstrates 
that the present theory is applicable to annuli of arbitrary cross section, and 
therefore the theory will be extended to include curvature effects and axisymmetric 
geometry. 

Introduction 

Experimental and theoretical research has been devoted to 
the study of natural convective heat transfer in horizontal 
annuli for at least the last half century [1-9]. Many different 
techniques for correlating the mean heat transfer have been 
proposed [e. g., 1, 2, 6, 8, and 9], Flow visualizations (of 
isotherms and streamlines) have been extremely helpful, both 
quantitatively and conceptually (e.g., [7, 10, 11]). 

The need for accurate correlations for natural convective 
heat transfer in annuli with regular (e.g., concentric circular 
cylinders) and irregular (e.g., hexagonal cylinder inside a 
circular cylinder) boundaries is becoming increasingly im
portant in many technological areas. For example, much 
research is being conducted in the development of shipping 
casks which are used to passively cool nuclear reactor spent-
fuel subassemblies [12, 13]. Other examples include passive 
solar systems, photovoltaic systems, thermal storage, cooling 
electronic equipment, aircraft cabin insulation, and un
derground electrical power transmission. The existence of 
such correlations can reduce or eliminate the need for ex
perimentation for a particular application. It can also provide 
the designer or researcher with needed data for accurate 
specification or quantitative evaluation. 

Previous investigators [1, 2, 4-9, 14] have shown, via 
dimensional analysis of_the governing equations, that the 
mean Nusselt number (Nu) or heat transfer can be correlated 
as a function of the Rayleigh number, Prandtl number, and a 
geometry or aspect ratio. Most of the fundamental con
siderations stopped at this point. As a result, the characteristic 
length and temperature for both the Nusselt and Rayleigh 
numbers were arbitrarily chosen. Itoh et al. [1] and Raithby 
and Hollands [9], who correlated circular concentric data with 
a single line, realized that the characteristic lengths of the 
Nusselt and Rayleigh number must be_different. However, 
Itoh et al. determined such lengths for Nu and Ra by assum
ing that the thermal energy transport was related to r0 ' In 
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(r0'//•,') and (r,•'r0')
Vl ln(r0' /r,'), respectively. The former 

length results from a simple analytical treatment of the 
thermal conduction equation for two concentric circular 
cylinders. Raithby and Hollands, and Itoh et al. used, for 
convenience, the concept of effective thermal conductivity. 

The present theory is based on fundamental concepts and a 
detailed formulation of the various flow regions which exist in 
the annulus. This theory clearly specifies the characteristic 
quantities and their relation to the aspect ratio and the 
temperature difference across the annulus. In addition, all 
correlation constants have physical definitions so that 
numerical verification is possible. The results presented cover 
two different two-dimensional annuli: (i) concentric circular 
cylinders and (ii) a hexagonal cylinder2 inside a concentric 
circular cylinder. There appears to be the capability to extend 
the technique to other annuli with irregular boundaries and to 
axisymmetric annuli. For the present cases the boundaries are 
assumed to be isothermal; however, thermal boundary 
conditions of the form, T'x'", can also be included where m 
= constant.3 

Theory 

Consider a horizontal annulus of arbitrary cross section 
with wall temperature distributions for the inner and outer 
boundaries of the form T^x,'"' and T0'x0'"o, respectively 
(see Fig. 1). For the sake of brevity and clarity, it is assumed 
that T, > TB. 

The steady two-dimensional annulus flow is divided into six 
distinct flow regions: (i) inner boundary layers (thermal and 
momentum), (ii) outer boundary layers, (Hi) inner in
termediate, (iv) outer intermediate, (v) plume, and (vi) stably 
stratified. The existence of these flow regions has been 
confirmed by experimental observations [12] and a matching 
analysis. The boundary layer regions are perhaps the most 
important for data correlation and the easiest to understand 
in the classical sense. These boundary layer regions are 

Two sides of the hex are horizontal. 
More specifically, the local temperature is defined by 7"Grv . 
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characterized by strong lateral diffusion and comparable 
convection. The boundary layers are formed near the annulus 
boundaries and are driven by the destabilizing local tem
perature gradients in the gravity field. The plume region is 
located adjacent to the axis of symmetry and above the inner 
boundary where flow separation occurs. In this region, mass 
flows from the inner boundary layer to the outer boundary 
layer. By definition, the boundary layer and plume regions are 
regions where the Rayleigh or Grashof number is large (i.e., 

The intermediate region has several important charac
teristics. It is characterized by a flow reversal which is caused 
by recirculation of fluid in the annulus. The locus of points at 
which this reversal occurs identifies the boundary between the 
inner and outer intermediate regions (i.e., «,. = 0 = ut ). In 
addition, there is a significant thermal stratification in the 
xrdirection. However, the local temperature gradient is small 
in the ^/-direction, and therefore thermal diffusion is 
negligible in this direction. Finally, since the intermediate 
region flow occurs outside the boundary layers, that flow is 
inviscid. 

In addition to the observations noted above, some ad
ditional simplifications are possible. Conditions of local 
similarity are assumed. Because of the mass source terms 
which enter the matching conditions at the interfaces between 
the stably stratified (or plume) and inner (or outer) boundary 
layer regions, the corresponding boundary layer thicknesses 
are nonzero at 0, = 0 = </>0. Further, the usual Boussinesq 
approximation is made. Finally, the annulus boundary radii 
may vary with r/>, but the variations are such that flow 
separation does not occur until the fluid reaches the plume 
region. 

Boundary Layer Region. The governing equations for the 
laminar boundary layer regime are 

du dv 

ox ay 

d2T 

du du 
u — h v— = — p~ 

ox oy 

dT 3T 
u _ +v — =a — 

ox dy dyL 

, dP d2u 

u 
= ~P 

bx 

tdp 

dy 

dy2 

-gl3(T-Tl(yl = 0)) cos ^ (1) 

The minus and plus signs in the third equation apply to the 
outer and inner boundary layers, respectively. It should be 
noted that curvature effects have been neglected; this implies 
that the boundary layer thicknesses must be much less than 
the radius of curvature of the annulus boundaries. Therefore, 
the present correlaton will not apply without the inclusion of 
curvature effects when A'//",• becomes large. It should also be 
noted that unsubscripted variables apply to both the inner and 
outer regions. The effect of the boundary shape is included in 
the body force terms, which can be expanded in terms of r/>. 
Terms involving (x/r) are also expanded in terms of </> with the 
coefficients of like powers of 4> being equated. 

The following local similarity transformations, using 
coordinate stretching variables, were obtained4 

x=Qonyx(n-\)ll 

T-T;GT'?/3 = T*Q ( 2 a - YUn - W2)e(x) 
\P = vQa/2x{-n + iV2F{x), 

Differentiation of dimensionless functions such as d, F, and G with respect 
to x 'S denoted by a prime, e.g., 8', F', and C . All other dimensional quan
tities with a prime are constant quantities, e.g., 7", ' , / • / ' or A'. Also note that 
Q has units of reciprocal length cube. 

N o m e n c l a t u r e 

a 
C* 

F 

f 

A = 

Gr, 
err/* 

m 
Nu 

P 
Pr 
R 

RaA 

( n + l ) / 3 
annulus geometry factor (see equation (11)) 
a dimensionless local similarity function which is 
related to the stream function, \p 
a dimensionless function which describes the 
angular variation in the radius ratio, r/r', of the 
annulus boundaries 
a dimensionless function which describes the 
angular variation in the annulus gap width ratio, 
A/A' 
a dimensionless function which is associated with 
the local pressure 
Grashof number, PgVx1 / v2 

ratio of the effective thermal conductivity due to 
convective transport to thermal conductivity of 
the fluid; see references [1] or [9] 
2(/7- 1/2) 
Nusselt number, 

dT 
A'/(r,-r ( ' ,) 

a dimensionless constant which describes the 
thermal boundary conditions, according to 
T'x'", for the boundaries of the annulus 
local dynamic pressure 
Prandtl number, va~x 

characteristic radius for two-dimensional laminar 
natural convective heat transfer in a horizontal 
annulus 
Gr ; ;Pr 
i 3 g ( r , ' ~ r 0 ' ) A J « - ' !»-• 

r = radius of the boundaries of the annulus, r = 
r'f{4>) 

T = local temperature 
T* = reference temperature 

u = local velocity in the principal flow direction 
v = local velocity transverse to the principal flow 

direction 
x = coordinate in the principal flow direction 
y = coordinate perpendicular to the principal flow 

direction 
) = denotes the integrated mean value 
) ' = a constant dimensional quantity (see the footnote 

associated with equation (2) for the exception to 
this notation) 

a = thermal diffusivity 
j3 = thermal coefficient of volumetric expansivity 
A = local annulus gap width, A = A ' / ( 0 ) 
6 = 3. dimensionless local similarity function which is 

related to the local temperature, T 
<p = angular coordinate 
v = kinematic viscosity 
£ = annulus shape factor (see equation (11)) 
X = local similarity variable 
4> = stream function (see equation (2)) 

Subscripts 

/ = intermediate region 
/ = inner region 

o = outer region 
n = normal to surface 
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<f, GRAVITATIONAL VECTOR 

OUTER INTERMEDIATE 
REGION 

OUTER BOUNDARY 
LAYER REGION 

INNER 
INTERMEDIATE 
REGION 

LOCAL SIMILARITY 
COORDINATES : x, y 

ANNULUS GAP 
WIDTH = 4 = 4'f4(0) 

Fig. 1 A schematic of the steady two-dimensional laminar natural 
convective flow regions existing in a horizontal annulus 

and 

where 

P = pc2Q2"x2"G(x), (2) 

d\l/ dip 
u= — , v= , a= (n + l ) /3 , m = 2(n- 1/2), 

dy dx 

Q=PgT*v-2, T,* = T;-T,', T„* = T,' -T;,, 

and 

Q=GT,X} 

In the above equations, unsubscripted quantities such as Q, n 
(or a), and 7* apply to both the inner and outer boundary 
layer regions. Further, T,' is a constant characteristic tem
perature in the intermediate regions. Using these trans
formations, the governing equations can be transformed to 
the following form 

8" +Pr( (n+l)/2Fd' -2(n-l/2)F'(d+T,'/T*)\ 

F"'-n(F')2 + ( « + 1 )/2FF" - [2n G~(n- 1 )XG'/2] 

=F (0-Grv"/20,(O))sin</> = O (3) 

G'=(0-Grv" /20,(O))cos4> 

- ( G r , G r , . , ) | / - 1 ( F ' ) 2 

The boundary conditions are 

(/) y~0,T~T'xm or 0(0)= ±1.0 

(//) y~oo,T~T, or 0(oo)=Grv" /20,(O) 

(Hi) y~0, w - 0 or F'(0) = 0 

(iv) y-0,v~0 or F(0) = 0 

( y ) P " ° ! , w - " / or F ' (oo)=Grf 4 F/(0) 
l y , - 0 

(vi) 
("V — oo 

or G(oo)=GrJ / 2G,(0) 

(4) 
In the first boundary condition, the plus and minus signs 
apply to the inner and outer boundary layer regions, 
respectively. The variable, 0/(0), is similar to 8(0), but ii 
applies to the intermediate region. The above equations can be 
further simplified by way of coordinate and parameter ex
pansions of the dependent variables in terms of Grv, and </>. 
The resultant sets of ordinary differential equations must be 
solved simultaneously with the governing equation for the 
intermediate region. 

Intermediate Region. The governing equations for the 
intermediate region (laminar regime) are 

du, dv. 

dx dy, 
-0 

dv, dv, 
u,—-+v,—-

dx dy/ 

du, du, 

dy, 

r dy, 

+ gfi(T,-T,(y, = oo)) cos0 

dx dx 

dT, dT, 
u,— + 

dx 

Tg(3(T, -T,(y, = oo)) sin <f> 

dT, (dlT, dzT,\ 
(5) 

Again, the minus and plus signs in the third equation apply to 
the outer and inner regions, respectively. As noted earlier, 
viscous effects are negligible and curvature effects have been 
neglected. 

The intermediate region local similarity transformations, 
which are consistent with equations (1-5), are 

(6) 

Xi = x~'y, 

i, = vGr,5"/4F,(Xl) 

T, - T,' Gr v ",/-1 = T* Gr v
 5"/2" ' 8, (x,) 

P, = p,2Grx
5'"2x-2G,(x,) 

u, = vGr/'^x^F,' 

v, = -,Grx^x'{(l5a/4)F,-XlF,'} 

Using these transformations, equation (5) is transformed to 
the following 

/15a \ I5cr T,' 
— 0 / ^ + 3 ( 2 * 7 - D - ^ F / G r , - " 2 

= Pr 'GrA 
/5a v ' 4 [ ( l + X , : ) 0 / " + 9 ( — - 1 
V 2 

, - 3 
5o 

T 

- 6 ( ^ ' - l ) x ; 9 ; / + 2 x / e ; + 3 ( 2 f l - l ) ( 6 a - 4 ) ^ r G r , - " ' 2 ] , 

( — - l ) ( F ; ' )
2 - - - ^ a F / F ; " + G r v

| - 5 « / 2 [ ( 5 f l / 2 - 2 ) G ; - x , G ; ] 
V 4 ^ 4 (7) 

T ( 0 , - 0 , ( 0 0 ) ) sin <j> = 0, 

and 

G[ = (8, - 8, (oo)) cos 0 + (x/r) (F, ' )2 + x , (Fj)2 

+ (\5a/4)(x,F,Fl'-x,(F,')2) 
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The boundary conditions for the inner and outer intermediate 
regions are 

(0 >>/-«, T,. = T,o or T^T^'We,. ( . ) 

= fl/o(oo) 

(/0>'/-~.^L = ^ k or r,*5v2r0*-5"0
/2e/(oo) 

=0;o(°o) 

-V/-0, a r a 7-
<'"> ^ = 7T or 0'(°°)=0/(O) 

3 , - 0 0 , ^ / ^ 

(H>) >V — °°. «/ = 0 o r F 7 ' ( o o ) = 0 

(y) u , = y 

_y-oo, 

or (3a/2)F(oo) 

+ (3a /2- l ) X o o F' (oo) 

= (15a/4)Grx
3o/4F /(0) 

(w) y,-<x>,P,. =P,o or T*iainT0*~iao/2G,. (00) 

= G / o(oo) (8) 

The quantity, x» . corresponds to the limit of x at the interface 
between the boundary layer and intermediate regions. 

Perturbation Equations. Equations (2), (3), (4), (6), (7), 
and (8) form a system of regular perturbation equations in 
terms of the small parameter Grx ~ ' , where Gr^ is large (i.e., 
> > 1.0). The perturbation expansions, which satisfy these 
equations (and the boundary conditions) with the leading 
terms for 0 and F of order one, are 

e = el+Grx~
a/2e2+GTx~

ae} + Gr-3a/2e4+ ... 

F = Fi+Gvx'
a/2F3+Grx-

aF5+GTx~-2''/2F1+ . . . 

G = Gx+Grx-
a/1Gl+Grx-"G$+Gxx-

ia/2G1+ . . . 

9, = Grx-"
/26u + Grx-"62I + Grx~

W2l 3 / ' 

(9) 

F, = Grx-"
/*Fu + Grx-

3"/*Fil + Grx-
5°/4F5l+ . . . 

G, = Grx-
a/2Gu + Grx-"Gil + Grx-^

/2Gsl+ . . . 

where 0,, Fj, Gj, dj,, Fji and Gj, (withy = 1, 2, 3, . . .) are all 
of order of unity (i.e., 1.0). This implies that the coefficients 
of these dependent variables represents the order of 
magnitude of each of the higher order terms for a given 
dependent variable. 

The perturbation expansions in equation (9) are substituted 
into the governing equations and after coefficients of like 
powers of Grx are equated the system of governing per
turbation differential equations are obtained. Although the 
numerical solution of these equations is beyond the scope of 
this paper, the expansion for 8 irj equation (9) will be used 
below to obtain an expansion for the mean Nusselt number. 

Specification of Correlation Theory. Before the cor
relation theory can be completely specified the characteristic 
temperautre, T,', must be determined. Recall from equation 
(2) that T,' is related to the characteristic temperatures for the 
inner (7,*) and outer (70*) boundary layers. The charac
teristic temperature 7 / will be determined from the global 
conservation of energy equation which states that, in the 
steady state, the total energy transferred (with 7) ' > T0') 
from the inner boundary is equal to the total energy tran
sferred to the outer boundary, i.e., 

bf,\ W0 I 
dyi bi=o dy„ b0=o 

(*/„ *i _ 1 I 'rr max " J i 

~dy~i yj=o 
dXj-

-*om-X0-) ' j X o . Wglo_0dXo (10) 

where x* (corresponding to 4> = 0) is determined by matching, 
e.g., the inner boundary layer region to the stably stratified 
region.5 The quantity x, corresponds to <j> = it. If the 
spatial extent of the plume and stably stratified regions is 
sufficiently small then the above integrals are approximated 
adequately using the formulation results from the first order 
terms for the boundary layer region. After the boundary layer 
transformation is substituted and the results simplified, it is 
found that 

where 

e 

and 

II = C* -5a,/2 ^JL> C* -5«,-/2 = C.C2, 
lrf\5/2nj-3/2 

(11a) 

(Ub) 

(He) 

r f i r / | . 0 O x 5 „ 0 / 2 - 3 / 2 -. 
c 2=- [ j / i 0 ( ° i /"o<*«) ( ]„ fo(<t>o)d4>o) d4>„\ 

U /r<t>i \ 5 « , / 2 - 3 / 2 -, - I 

/ i ' , ( O ) / , ( 0 , ) ( ] o f,(<!>,)d4>i) d<t>,\ 
The quantities 0^(0) and dx' (0) are the first order terms in the 
expansions for 0,'(O) and 0O'(O), respectively. The quantity, 
C*, is an annulus geometry factor which is dependent on the 
annulus geometry and the thermal boundary conditions at the 
annulus boundaries. When the inner and outer thermal 
boundary conditions are of the same form, a, = a0 = a, then 

r; = (i + £)-'(r;+^),:r/* = (i + r1r1(77-7,o). (12) 
and 

r0* = (i + ?)"1(r/-^) 
In identifying the appropriate correlation relationship, the 

mean Nusselt number is defined as 

N u , . m 
dT A' 

(13) 
>i=o ( 7 7 - 7 2 ) 

where A' is the maximum gap width (and r , ' is the minimum 
radius of the inner boundary) of the annulus. With this 
definition for NuA, no additional arbitrary choices will be 
made for a reference temperature or length for the Grashof 
(Gr) or Rayleigh (Ra) number. Using the similarity trans
formation for Tj, we find that the correlation for the laminar 
natural convective mean heat transfer in a horizontal annulus, 
in terms of NuAl, is 

NuA 
00 

.y-[(6-y)fl/2-l][5o/2-l]_1
 R a (6-j)a/2-l 

(14) 
where 

= \lRaR.5a/2~1 + £ x.ri-[(6-j>/2-i][50/2-rr 
j = 2 

Ra*. = PrGr* .= /%7 ; * /?>-> „->, 

Ri3 = (r i ' )
3 [ (A7r / ' ) ( l + r 1 ) - , ] < 3 ' , / 2 - , ) " 

7 = [ ( A 7 / - , ' ) ( i + r ' ) - ' ] , 

and 

Equation (10) is valid only for small values of A. 
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x. = Pr-K'-^-'ifjy,^,]-1 jj 

r / c ' i -i ( 6 - ; > 0 / 2 - 4 / 3 

The configuration factor (C*), which is defined in equation 
(11), will have different values for different annulus cross 
sections. However, since all variables have been non-
dimensionalized, C* is of the order of one. For example, for 
concentric circular cylinders, C* is assumed to be 1.0. 
Therefore, the correlation for other annular cross-sections 
will be related to that for concentric circular cylinders via C*. 
Notice that A,- is a function of Prandtl number (Pr) through its 
dependence on 0/(0). As will be shown below, it was found 
after correlating data from the literature that Xi is very nearly 
constant (deviation < ± 2 percent) and is independent of Pr 
for isothermal surfaces. 

Equation (14) describes the mean Nusselt number6 for an 
annulus of arbitrary cross section whose boundaries have the 
same thermal boundary conditions of the form, 7*'Grv"'/3 

where Gr^ is large. It should be recalled that curvature effects 
were neglected and therefore equation (14) will not be ap
plicable for large values of (A'/r ,) . 

Results and Discussion 

From Equation (14), the correlation for the mean Nusselt 
number for an annulus with isothermal boundaries («,• = n0 

= 1/2) is 

= 2 > y 7 ( ' - , , R a * , 0 - - ' " 4 , 05) 

where 

Ra*. = feTTR,3**-'*-',^ ( 7 7 - 7 ^ ) ( 1 + £ - ' ) " ' 

Ri = (i+r')"V/0- |(A')4 ,f=c*- i(4)1 /5 =c*- ' r 

h = 
vt * 1 - 1 re * / r * \ 3<2~.'')/4-i -i Pr"(2"yV4li„H [ L w ° > ( W ' ) '*<] 

7 = a + r'r'AV/r 
The versatility of the correlation technique was demon

strated using the steady two-dimensional laminar mean heat 
transfer measurements made by: (0 Kraussold [8], Kuehn and 
Goldstein [4, 5] and Grigull and Hauf [7] for concentric 
circular cylinders, and (if) Boyd [12] for the hex inside a 
concentric circular cylinder.7 The ranges of parameter 
variation are: 101 < Ra* < 107, 0.706 < Pr < 3100, and 
0.50 < A'//-,- ^ 2.16, where A'//•,• is the aspect ratio for the 
annulus. The correlation constants shown in equation (15) 
were determined by correlating the laminar flow data due to 
Kraussold and Kuehn & Goldstein. 

The results for the concentric circular cylinder correlation 
were applied directly to the second annulus, formed by the hex 
inside the concentric circular cylinder, so that the con-

The local Nusselt number can be obtained by substituting the expansion for 
T, from equations (2) and (9), into the definition Nu, with x replacing A'. 

The three-dimensional data by Klima [16] was correlated along with that of 
Boyd in references [12 and 15); however, it is felt that due to the three-
dimensional effects as well as the sparse local measurements, Klima's data 
should not be included here. 

figuration factor for the latter annulus could be determined. 
The result of the least squares fit for the first and first two 
terms, respectively, of equation (15) are 

NuA =0.794 RaRi
lM (16a) 

and 

NuA = 0.784 Ra«.i /4+o.l827 (166) 

where C* = 1.0, for concentric circular cylinders (0.6 < Pr < 
3100) and C* = 1.05, for the hex inside the concentric circular 
cylinder (0.6 < Pr < 0.72). The standard deviation of the 
data by Kraussold, and Kuehn and Goldstein relative to the 
resulting correlation is less than 7 percent. The above for
mulae for hex inside the concentric circular cylinder is 
probably valid for 0.6 < Pr < 3100. However, these for
mulae are not valid for very small values of Pr, found for 
example in liquid metals. 

As pointed out in the previous analysis, the correlation 
form given in equations (15) and (16) should apply also to 
two-dimensional annuli of different cross-sections with the 
geometry factor, C*, being different for annuli with different 
geometry or thermal boundary conditions. The correlation 
for the isothermal concentric circular cylinders is shown in 
Figs. 2, 3, and 4, and the correlation for the isothermal hex 
inside the isothermal concentric circular cylinder is shown in 
Fig. 5. The interesting point is that the same correlation 
(allowing for C*) applies to both annuli. 

Also included in Figs. 2 and 3 are comparisons of the 
present correlation with those of Itoh et al., and Raithby and 
Hollands. The reference number adjacent to an aspect ratio 
indicates that two correlations almost overlay one another. In 
Figs. 2 and 3 the correlations agree well with the data of 
Kuehn and Goldstein [4, 5], Kraussold [8] and Grigull and 
Hauf [7]. Although agreement appears to be good in most 
cases it is not possible to determine, using the log-log plots of 
Figs. 2 and 3, how well the correlations agree with each other 
and the data for given aspect ratios. At some values of the 
aspect ratio (A'//•,•') good agreement is fortuitous. In order to 
observe this, each correlation along with selected data are 
plotted in Fig. 4 on linear scales, where (RaA "1 / 4 ke!(/k) is the 
ordinate and (/•<,'//•,•') is the abcissa. Here (k^/k) is the 
dimensionless effective thermal conductivity ( = NuA (A'/ 
Tj ' ) - 1 In (r0 Vr , ' ) and RaA is the Rayleigh number based on 
A' and (T,•' — T0'). The arrows on the error bar indicate that 
the error bar will broaden slightly in the indicated direction 
due to data not included in this figure. This plot indicates that 
the present correlation (equation (16)) agrees best with the 
data at low aspect ratios (A'//", £ 1.4) and the correlation of 
Raithby and Hollands agrees best with the data at higher 
aspect ratios ( a 1.4). As noted earlier, the present theory 
should not be accurate at high aspect ratios since curvature 
effects were neglected. However, it is encouraging to note that 
if curvature effects are included in the present theory, the 
resulting agreement with the data should improve. 

The three correlational techniques, in Fig. 4, were com
pared with the experimental data [12] for the second con
figuration, i.e., the annulus formed by a hexagonal cylinder 
(hex) placed concentrically inside a horizontal circular 
cylinder. The correlations for concentric circular cylinders 
were applied to the hex by replacing it with an equivalent 
circular cylinder with the same surface area. The results of the 
comparison are shown in Fig. 5. For the data shown, the 
aspect ratio for the equivalent circular cylinder inside the 
horizontal concentric circular cylinder is 2.36 (r0 '//",•' = 
1.36). The rather substantial differences in the correlations 
can be explained by reference to Fig. 4, which shows 
significant differences in the correlations at/•„'//•, ' = 1.36. 

Further, if the plot in Fig. 5 and those in Figs. 2 and 3 are 
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Fig. 2 The mean natural convective heat transfer (NuA J for isothermal 
concentric circular cylinders in terms of the new correlation variables. 
The data is from Kuehn & Goldstein [4, 5], and Kraussold [8], and is 
compared with the present correlation and that due to Raithby and 
Hollands [9] and Itoh et al. [1]. 
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Fig. 3 The mean natural convective heat transfer (NuA] for horizontal 
isothermal concentric circular cylinders (C* = 1.00) in terms of the new 
correlation variables. The data is from Grigull and Hauf [7] and is 
compared with the present correlation and that due to Raithby and 
Hollands [9] and Itoh et al. [1]. 

superimposed, the data for the two different annular con
figurations would overlay one another (similar to Fig. 6 of 
reference [15]). 

Finally, it is important to describe how the present theory 
would be used by an engineer for annular configurations 
other than horizontal concentric circular cylinders or the hex 
inside the concentric circular cylinder. There are three ap
proaches possible when using the correlation for a new an
nular geometry with isothermal surfaces (equation 15) and 
nonisothermal surfaces (equation (14)). All approaches in
volve determining C* and \f. (/) an experimental model could 
be built to determine C* and X,-; (/»') one could compute these 
constants numerically by solving equations (3), (4), (7), and 
(8) along with equations (9), (11), (14), and (15); or (Hi) one 
could use conformal mapping to map an annulus of interest 
onto one of the two covered here. Future work is planned to 
numerically compute C* and X, which include curvature 
effects as well as the axisymmetric geometry. 

Conclusions 

The results in Figs. 2-5, which display the ability of the 
present correlation technique to correlate experimental data 

over a large parameter range and different annulus cross 
sections, are very encouraging. In the present work, the 
Rayleigh number varied over a factor of 106, the Prandtl 
number a factor > 4000, and the aspect ratio a factor of 4.0. 
Even with these large variations, the present correlation 
technique collapses all the experimental data to a single line, 
which is given by equation (16) for two different two-
dimensional annular geometries: (i) concentric circular 
cylinders, and (if) a hex inside a concentric circular cylinder. 
Due to the arbitrary selection of a characteristic length, 
previous correlations have resulted in a family of curves with 
aspect ratio as a parameter. Based on the work completed to 
date, the physical problem appears to be completely specified 
by an equation similar to equation (14) when the following is 
Icnown: boundary conditions (i.e., n), the fluid (i.e., Pr), the 
aspect ratio, the Grashof or Rayleigh number, and geometry. 
As demonstrated above, equation (16) applies to both 
isothermal concentric cylinders and an annulus formed by a 
hex inside a concentric circular cylinder. 

The results of the present methodology can be summarized 
as follows: (i) the theory is applicable to two different two-
dimensional configurations; (ii) the theory demonstrates that 
both the characteristic temperatures and lengths in natural 
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Fig. 4 The present correlation in linear (as opposed to log-log) scales, 
compared with those of Raithby and Hollands [9] and Itoh et. al. [1] for 
the case of horizontal isothermal concentric cylinders (C* = 1.00) with 
coordinates (Ra" 1 / 4 keU k~1) and (r 0 ' / r , ' ) - Selected data from 
Kraussold [8], Kuehn and Goldstein [2, 4] and Grigull and Hauf [7] are 
also included. 
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Fig. 5 The present correlation compared with those of Raithby and 
Hollands [9] and Itoh et al. [1] for the case of natural convective heat 
transfer inside a horizontal annulus formed by an isothermal hexagonal 
cylinder inside an isothermal concentric circular cylinder (C* = 1.05). 
The latter two correlations were used by replacing the hex with an 
equivalent circular cylinder with equal surface area. The data are from 
Boyd [12]. 

convective enclosure flows are interrelated and cannot be 
arbitrarily chosen without violating the First Law; (Hi) all 
correlational constants have physical definitions (equations 
11(c) and 14); and (iv) the present correlation is more accurate 
than those of Itoh et al. [1] and Raithby and Hollands [9] 
when used to predict the mean heat transfer in an annulus 
formed by an inner hexagonal cylinder and an outer circular 
cylinder.8 

The applicability of the various equations of the model is 
summarized below. Equations 15 and 16 are valid for laminar 
flows with Rayleigh numbers greater than that for the pseudo-
conduction regime as displayed by the data of Grigull and 
Hauf [7]. The two-term correlation (equation (166)) results in 
negligible improvement over the one-term correlation 

This annulus (with prototypic cross sectional dimensions and low aspect-
ratio) models in two dimensions a spent nuclear reactor subassembly inside a 
shipping canister. 

(equation (16a)), and therefore the latter is recommended due 
to its simplicity relative to the former. Equation (14) is ap
plicable to nonisothermal annulus boundaries with identical 
thermal boundary conditions. Finally, equation (11) applies 
to annuli whose boundaries have different thermal boundary 
conditions. 

Finally, it should be emphasized that if a similar analysis 
was performed for the natural convective flow over a vertical 
plate or a horizontal circular cylinder the characteristic 
lengths and temperatures would be the same for both the 
Nusselt and Rayleigh numbers. Apparently, investigators 
have assumed that the latter results apply equally to annulus 
enclosure flows; however, the present analysis clearly 
demonstrates that no a priori assumptions can be made about 
the choice of the reference temperature and the characteristic 
lengths for both the Nusselt and Rayleigh numbers used for 
correlating data for natural convective flows in annuli. One 
can select the reference length and temperature of either the 
Nusselt or Rayleigh number but after doing so the other is 
uniquely determined. 
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The Calculation of a Fire in a 
Large Building 
The complex picture presented by a fire growing in a large building can be un
derstood by considering the process as made up of a large number of space, time, 
and phenomena zones each one of which is to some degree independent of all 
others. This approach is explained in detail, the appropriate equations now in use in 
the Computer Fire Code V are listed and some results compared with full-scale 
experimental results. 

Introduction 

Present techniques for attaining fire safety have proven 
inadequate. Codes specify permitted flammabilities measured 
by a specified fire test of a material as though it were a 
property. A given material burns in a way and at a rate that 
depends upon its entire environment. No small-scale test can 
be a rigorous model for a large-scale room. In fact, any single 
full-scale test only reproduces the single case tested. It does 
not show how the same construction would behave under 
different circumstances (different ignition points, moisture 
content, ambient temperatures, etc.). 

Thus, fire safety of occupants of a building requires a 
prediction of the reasonably probable most serious fire from 
ignition until after everyone is out. Fire safety of fire fighters 
requires a prediction of first collapse in addition to the 
temperature and toxic gas history. Fire safety of the property 
values also requires a prediction of heat and smoke spread 
rate as well as direct fire destruction. 

In a building with many rooms in each of which are various 
pieces of furnishings, many different fires are possible 
depending upon where and when a fire starts. Only by some 
practical method of computation can the worst of these fires 
be discovered. To test them all is financially prohibitive. 

To compute a fire, it is viewed as a large number of parallel 
and series phenomena. The fire starts by ignition of some 
item. It grows as energy is fed back from the active com
bustion regions, smoldering or flaming. Above the object is a 
column of rising hot gas and usually flames. The gaseous fuel 
in the plume partly burns in the entrained air and collects at 
the ceiling in a hot layer. This layer loses heat by convection 
and radiation to its surroundings. The walls and ceiling as 
well as other objects get hot and eventually themselves 
pyrolyze, ignite, and burn. 

As the fire grows, the layer deepens until hot smoky gases 
flow out of the vents. When sufficient fuel collects in the hot 
layer, it may ignite and burn. Thus, flames move out the top 
of the vent. These flames, together with direct radiative heat 
transfer through the vent, causes ignition in the next room. 

In the meantime, smoke and soot have been flowing 
throughout the building spreading destruction and fire 
danger. When some other items in the room of fire origin get 
hot enough, they too start to burn. Soon, all combustibles in 
the room are burning. Shortly thereafter the available oxygen 
becomes limited by the limited fresh air flow in through the 
bottom of the vents, and the fire becomes ventilation limited. 
Fuel can only pyrolyze and burn as fast as the available 
oxygen becomes available. Thus, after the fire becomes 
ventilation limited, the computer can calculate the fire in the 
first room without concern for where the solid fuel is. The 
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major computation effort can shift to other rooms not yet 
ventilation limited. 

Thus, the time history of the temperature, toxicity, and fire 
destruction can be predicted for a large building. In this paper 
the equations used to make this calculation for one room are 
given. In every case relatively crude approximations are used, 
either because we don't now know any better or because a 
better calculation of one well-understood effect is not 
justified in view of the much lower accuracy of other parts. 
To do otherwise is to waste time with excessive accuracy of 
one part without any resultant improvement in the final 
answer. All the zones now recognized for one room in 
Computer Fire Code V are described (for an earlier version 
CFC III) in reference [1]. 

The method of computing a building described in this paper 
is by use of a zone model. An alternate approach possible in 
any heat transfer-fluid dynamics problem is to solve the three-
dimensional time-dependent integro-differential equations for 
multicomponent reacting fluids. The motion of gases is, of 
course, turbulent and much of the heat transfer is by 
radiation. This very basic approach is to some degree ap
propriate to research studies of individual zones - the burning 
solid and its flames, the plume against a wall, the spontaneous 
ignition process, etc. In the author's opinion, the zone model 
provides all the accuracy required for engineering decision 
making. Just as the design of a building structure will forever 
be accomplished by use of column and beam formulas (and 
not three-dimensional elasticity), so fire safety will someday 
be accomplished by use of a zone model (not a three-
dimensional fluid mechanics model which gives far finer 
detail than needed and requires orders of magnitude greater 
computing time). 

The Zones 

Rooms. A building is made up of spaces separated from 
one another by walls (floors and ceilings). (We may have to 
consider the space in a hollow wall or above a false ceiling as a 
separate room.) Each room is specified by its size, location 
within the building, and its connections by walls, and vents, 
including ventilation ducts with other rooms. A room will 
have one of a series of states during a fire. It may not be 
involved at all. It may act as a passageway for air and fire 
gases to flow through. It may be heating. It may be burning. 
It may be ventilation limited. It may be cooling. It may be 
burned out and again be serving only as a passageway. 

Objects. Each room will contain various objects. In
cluding walls, floor, ceiling, each object must be specified as 
to location, size, shape, and material of construction. Each 
object will have one of many possible states at every instant; 
thus; the object might not be involved, or it might be heating, 
pyrolyzing, smoldering, flaming, burning as char, or all 
burned up. Each of these states must be quantitatively 
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described by one or more subroutines (or as at present skipped 
entirely for want of adequate knowledge). 

The Fuel. Except for charcoal, solids and liquids 
generally found in buildings don't burn; they must first 
gasify. Thus the object must first be heated up to a 
pyrolyzation temperature. (See zones 9-12). The theory of fire 
spread for an arbitrary piece of furniture is not yet reliable 
(generally nonexistent). In the present Computer Fire Code, 
the initially ignited fuel is a horizontal surface. There are three 
types of fires that may be chosen by the user: 

A Burner. The fuel rate ( - mf) and fuel area are specified. 

A Pool Fire. Liquid or solid fuel is of specified area. The 
fuel rate is given by energy feedback, a" 

-mf=Afq"/Qmv (1) 

A Spreading Fire. Both fuel rate and area must be 
calculated. The fuel rate is given approximately (see equation 
(6)) by 

-m^Arf'/Q^ (2) 
where the area Af = rRj with 

f'o . 
Rf-R0 + \ ^/^(empirically R0 = .042m) 

Finally, Rf is assumed to depend upon the local heat flux 

R, = .0\\ 
& ( ' • 

^ 1 + 1 
2a1% 3 ( & ) * ) 

until M-

Rf= 
R,„—R 

10 

(3) 

(4) 

(5) 

A more accurate fire decay can be derived for any specific 
fuel and geometry but this arbitrary decay equation is 
adequate for the present. 

It would be more accurate but computationally more 
complex to express the spread rate in terms of the fuel surface 
temperature. This is left for the future. 

As the original fuel burns out, many small complex events 
occur. Instead of trying to follow and predict all of these 

events in detail an arbitrary fire shutdown is used to give the 
fuel rate as: 

''/ = ffiytan/i(-^-»i(,j /10 

The mass of fuel remaining at any time is given by: 

mf = m0 + \ mfdt 

(6) 

(7) 

where m0 is the initial fuel mass. 
Future work must provide analytical or empirical in

formation adequate to produce subroutines for the burning of 
walls, ceilings, floors, chairs, tables, drapes, etc. 

The Plume. Immediately above the burning fuel, the 
rising hot gases are reacting - there is a flame. The gaseous 
fuel, — mf, enters the base of the plume but not all of it burns. 
In fact, the composition of the products are expressed well 
enough at present as 0 2 , C 0 2 , H 2 0 , CO, unburned 
hydrocarbons (CH), soot (C). These are computed by use of 
empirical coefficients 

X =mass of s/ — ms (8) 

Since not all the fuel is burned, not all the available heat is 
released. Empirically, only a fraction x of the fuel combustion 
heat is released. If the flame enters the vitiated layer at the 
ceiling, the combustion may be limited by the amount of 
oxygen entrained below. Thus, the burning rate, mb, is less 
than the pyrolysis rate, — riif, as given by 

W/,=min 
/ . m +mf\ 

(9) 

where y is an empirical fuel air ratio (at present 7= 14.5). The 
resultant heat release is 

Eb = mbQmmh (10) 

Although some progress has been made, [2-4], there is no 
good theory of a plume with flames. We note that the 
buoyancy produced by the heat release even if high in a 
plume, contributes to the entire plume fluid motion through 
continuity and momentum. Therefore, it is at present 
assumed that all the heat is released at the fuel surface. 

Nomenclature 

A = area of item indicated by subscript 
A-, = area of one of four rectangular sections of AR 

with corner of an object (equation (44)) 
b = width of plume at hot-cold layer interface, 

parameter equation (40) 
B = width of vent 

C0 = constant equations (15), (16), defined equation 
(17) 

cp = specific heat of gas 
CD = flow coefficient (=.68) 

E = energy of item indicated by subscript 
E = energy rate to item indicated by subscript, or 

from first subscript to the second 
g = gravity force per unit mass 
h = heat transfer coefficient 
h = height of item indicated by subscript 

H = height of layer interface above virtual source 
(equation (13)) 

H = height of layer interface above center of 
volume of conical flame (equation (41)) 

L = length of room 
m = mass of item indicated by subscript 
m = mass increase of or flow through item in

dicated 

xa = distance of radiated surface above flame base 
(equation (40)) 

xb = distance of interface surface above flame base 
(equation (40)) 

8x = conduction space increment (equation (56)) 
Y = mass fraction of specie indicated by subscript 
z = vertical coordinate 

Z/+i ~£; = thickness of z'th flow layer in vent (equation 
(36)) 

Zoi.Zii — parameters (equation (44)) 
a = entrainment coefficient (equation (12)), 

thermal diffusivity (equation (54)) 
7 = fuel air ratio (equation (9)) 
e = emissivity of item indicated by subscript 

K = absorption constant 

X = - = optical depth 
1 

K 

P 
a 

0 
X 

density 
( 5 . 6 7 x l 0 ~ 8 W/m 2 K 4 ) Stefan-Boltzman 
Constant 
parameter (equation (40)), thickness (equation 
(55)) 
parameter (equations (39), (40)) 
fraction of pyrolysis mass actually burned 
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A virtual point source plume is used [5]. The plume height 
is 

hp=hR-hf-hL (11) 

The virtual source is at x below the fuel surface 

R 
(12) 1.2a 

The effective plume height is 

H=hp+x (13) 

The plume radius at the bottom of the hot layer (interface) is 

b=\.2aH (14) 

The mean plume velocity at the interface is 
C \ 1/3 

•-(£) 
while that at the fuel surface is 

where 

Cn = 
25g£6 

48ira2cpTaPa 

The plume mass flow into the hot layer is 

mp = irpa(b
2u — R2uF) - mf 

The plume energy flow into the hot layer (datum at 0°K) is 

(15) 

(16) 

(17) 

(18) 

Ep=Eb+^mpcpTc-EpR-^m/Cp(Tp-Tc) (19) 
p f 

If the interface falls below the surface of the fuel, the plume 
mass flow into the hot layer reduces to 

" / 
and the energy flow becomes 

Ep=-mfcpTc 

(20) 

(21) 

At present, it is not known how the flame behaves in the 
vitiated, hot gas layer at the ceiling. This must be fixed in the 
future. 

Nomenclature (cont.) 

Various methods have been used to determine the flame 
temperature. The Computer Fire Code now uses the empirical 
value of 1260°K, [151. 

There are some experimental studies of buoyant plumes 
against a wall or in a corner, [6]. These have not yet been used 
in a fire code. To date, no one has examined the nature of the 
interaction between plume and vent flow in case a fire is 
burning under a window or in a doorway. 

The Hot Layer. The rising gases of a plume very early in a 
fire are not hot enough to remain at the ceiling but produce 
global room circulation. These are ignored because this early 
period is not very important nor does it last very long. The 
plume gases are assumed to rise to produce a uniform tem
perature and composition layer at the ceiling. Conservation of 
mass and energy serve to define the layer. 

Mass 

U = \QmLdt 

Tt^p-T, mu-mLc 

Energy 

h = \'0£L* 

(22) 

(23) 

(24) 

EL = JlEp-CpT^m.-E^ -ELR-cpTLmLC (25) 

Once the hot layer energy is known, its depth is known 

hL= , EL
 T (26) 

since by the gas law p/R = pLTL= pa Ta = constant (nearly). 

The temperature 

EL TL = -
cpmL 

The composition in species 

ms=Y,rhsp-YsY,ms + ms 

(27) 

(28) 

X„ = fraction of pyrolysis mass converted to specie 
S 

\p = flame cone half apex angle 

Subscripts and Superscripts 
a = ambient outdoors air 
b = burned 
c = cold layer 
d = property of the inflow through a vent 
D = conduction heat transfer 
/ = fuel 
F = flame 
/ = inside, index 

L = hot layer 
o = outside, object 
p = plume 
R = room 
s = chemical specie 
u = property of outflow through a vent 
V = vent 

W = wall 
rhfj = initial estimate of pyrolysis rate (equation (2)) 

N = number of conduction computation points 
(equation (55)) 

p = pressure 

Ap = pressure drop in meters of ambient fluid 
Api = pressure drop at bottom of fth flow layer in 

vent (equation (36)) 
AP/+I = pressure drop at top of /th flow layer in vent 

(equation (36)) 
a " = heat flux - from first subscript to second 

Qvap = heat of pyrolysis 
Qo2 = heat of combustion per unit mass of oxygen 

Gcomb = n e a t of combustion per unit mass of fuel 
r = radius of flame at the level of the radiated 

surface 
R = gas constant, flow resistance (equation (61)) 

Rj = equivalent radius for area/I, (equation (44)) 
R\,Ri = flow resistances of passages in series or 

parallel (equations (62), (63)) 
sa > sb = parameters (equation (40)) 

S, = parameter (equation (44)) 
/ = time 

8t = time increment 
T = absolute temperature of item indicated by 

subscript 
u = vertical plume gas velocity 

W = width of room 
x = position of virtual plume source below fuel 

surface (equation (12)) 
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There are minor corrections for C 0 2 and H 2 0 from at
mospheric air. 

The most serious unknown for all of fire prediction is the 
burning of the gases in the hot layer. Current research is 
aimed at this problem since a way must be found to predict 
ignition and burning without requiring a knowledge of the 
actual internal structure of the layer. Without this burning, 
flames never come out of a vent. 

The Cold Layer. This layer is included in the present 
Computer Fire Code only by the assumption that its tem
perature is Ta and its depth is that required to fill the room 
below the interface. This is a fair assumption for a single 
room, but is completely inadequate for a multiroom struc
ture. In the next version of the Computer Fire Code this will 
be done correctly. 

Again, conservation of mass and energy suffice to define its 
properties. 
Mass 

mc=mCo + \ mcdt (29) 

mc=Y!i(mp+mf)+mLC+Y!imd (30) 
P " 

Energy 

Er=cpTttmC0+[oEcdt (31) 

Ec=-cpTcY^ (rhp+rhf) +EcD 
p 

+ cpTLmLC + cPYdTdmct (32) 
V 

As soon as the lower layer energy is known its depth is also 
known 

AccppaTa 

where Ac is less than the room area by that of the plumes. 
What looks like a difficulty now arises since the sum of the 

lower and upper layer depths must equal the room height 

hR=he+hL (34) 

This relation must, of course, be satisfied. However, this 
relation is automatically satisfied by satisfying the con
servation of mass relation for each room during the flow 
calculation (see subheading "Flow Throughout the 
Building"). 

The composition in the lower layer would be found from 
the inflow and outflow of each specie. 

The Vertical Vent Flow. Any opening in a wall between 
two rooms (one of which may be the atmosphere) will have 
flow through it, if the pressure is different on the two sides at 
any level. During a fire, there may be a variation of pressure 
with height which depends upon the density stratification. 

At present, only rectangular openings with vertical sides are 
considered. Other shapes involve a trivial extension. The flow 
at each level is calculated by a hydraulic approximation 
modified by an empirical flow coefficient. 

dm = CDB(2gPPaAp)uldz (35) 

where Ap is measured in height of ambient air. Thus the 
atmospheric pressure (without wind) equals the height (e.g., 
above 1st floor level), and CD = .68 [7]. If p(z) is known on 
both sides of the vent above floor level, the mass flow rate, m, 
can be found by integration. 

For simplicity, a two layer model is at present assumed. 

Thus the vent is filled by layers in which the pressure drop 
varies linearly. The flow in each layer is given by 

V8 
m=sgn(Api+l -Ap,-) —CDB(zi+i-Zj)(gppa)

W2 

X(Ap,-+1+Ap, + (Ap,:+1Ap,)1/2) (36) 

where p is the fluid density in the flowing fluid i.e., of the 
fluid at that z in the room of flow origin. The number and 
location of the layers depend upon: the pressure drop at the 
floor level, the location of the bottom and top of the vent, the 
location of the layer interfaces on each side of the vent, and 
the two densities in each room. Special note must be taken of 
the fact that the linear pressure drop from bottom to top of 
any layer may pass through zero at which place the direction 
and hence the density of the flowing fluid changes. 

A computer program has been devised which automatically 
locates all the layers, computes the total inflow and outflow 
and the net flow through the vent. 

At present, with one room (plus the atmosphere) there is 
only an upper flow out and a lower flow into the room. When 
there are many flow layers, it becomes less clear where the jet 
from any given layer goes (up or down) when it enters a room. 
Our first try, if no further experimental information becomes 
available, will be to split the flow from any layer in 
proportion to the location of its temperature relative to those 
of the layers in the room into which it flows. 

As gas flows through a vent into the next room, the vent jet 
mixes with the gas already in the room. Thus the upper and 
lower layers in a room are partially mixed by the vent jets. 
These effects have not yet been incorporated into the Com
puter Fire Code. 

The Horizontal Vent Flow. The simplest approach is to 
use an orifice formula for a hole in the floor or ceiling. 

m = CDA(2gppaAp)1/2 (37) 

This has already been done in some codes but not yet in the 
Computer Fire Codes. 

A more careful consideration is required when there are no 
(or too small) openings in the rooms above or below the 
horizontal vent. We know that for zero flow a horizontal 
interface with hot fluid below is unstable. If that instability 
grows, there will be simultaneous finite flow rate out and in 
through the same horizontal vent. This in-/ outflow has not, 
to date, been studied either experimentally or analytically. 

Heat Transfer by Radiation. The knowledge of radiation 
production, transmission, absorption, scattering, etc. is 
extensive indeed [8], View factors for specific geometries can 
be computed to high precision. This knowledge will be of 
great value when other aspects of the fire can be computed 
with comparable accuracy. At present however, the use of 
little of this sophistication can be justified. 

The Computer Fire Code contains one program available to 
the user to compute the emissivity of the hot layer from its 
composition. It roughly increases the computation time for a 
one room fire by about 20 percent without a comparable 
increase in accuracy of prediction. A simpler low-accuracy 
approximation based upon measurements by Markstein [15], 
is good enough as currently used 

K = ~ = 2 6 5 y s m o k e (38) 

The formulas currently in use find the radiant heat transfer 
between: the flame (a perhaps truncated cone), the hot layer, 
the walls (including ceiling), and the objects. 

Flame to Fuel (Base of Flame Cone). 

a " = f f 7 ^ 1 - e ~ - 7 7 W M ) (39) 
where 
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(j) = 2cosi^ j sini/' + cosi/< 

rsini/<l-smi/<) "11 
+ sim/'Cosi/'/« 1 

L costal + cosi/<) J J 

Flame to Object (Horizontal Surface). 

where 

* = 2 K * n [ ( £ 2 + 4 ) 1 / 2 - (L1 +xl)U2-(sb -sa)cos2i 

, u • 1 2 / , \sa+xa cosi^-r sini/-]~l 
+ Z? smi/* cos2!// ln\ —————T—r~. 

lsb+np sini/- — 0 sini/'JJ 

b = Hjtan\p — r 

sa=(L2+x2+r2y/2 

sb=(L2+h2
p + [r- (hp-xa)tanM2y/2 

Flame to Hot Layer. 

A;\ 1/2 

(40) 

EFI. = 
AfoT£ 

KV 
3.6 \ 

( l - e " 3 ' 6 ^ ) 

i1+ (Ifi+Riynb-^i 
Kh^L^+R2)' 

R •)} 

2(KAt)] 

where 
f 00 

Flame to Ceiling {Mean). 

KV 

AFoT%(\-e ' ' 4 / r ) ( l -
~d" — 

WL + 2(W+L)h[ 

Total Flame Radiative Loss. 

, dt e~x 

t2 X+l 

{H2+r2)W2j 

KV 

E^A^n^-e'3'6^) 
Layer to Object. 

H ; = i 

-Ks: 

-e 

H 1 + 
4A. 

(41) 

(42) 

(43) 

(44) 

where the sum is over the four rectangular areas into which 
the layer is divided by two perpendicular planes through the 
center of the object area parallel to the room walls. 

S ; = • 
2 ("L+ZOi-Zli) 

zh^Rj+H2 

z2
si=Rj+(H+hL)2 

" " ( * ) 
Layer to Fire. 

QLF = Q LO-
+ sirup 

1 +sim// 

Layer Radiative Energy Gain. 

ELR = -eKo[ALT?-(AR+Av)T< 

(AL-AR-AV)T*]+Ea 

Layer to Walls (Including Ceiling). 

q" =aT^ \-e *L 
( 4 K K \ 

Walls to Layer. 

EWL = (AL -AR -A v)twoT* 

Walls to Object. 

Q wo — ewa* w 

(EF-EFL) 

r>4(i Aj-oTZd-e 

Walls to Fire. 

Q wF — Qwo' 
' + sim/< 

(45) 

(46) 

(47) 

(48) 

(49) 

(50) 
1 +sini/< 

The next version of the Computer Fire Code will have all 
radiation heat transfers expressed in the standard form using 
A(T) 4 and an attempt will be made to find much simplified 
semiempirical expressions for the view factors applicable to 
conditions found in rooms. 

Heat Transfer by Convection. There is direct convective 
heat transfer between a fire plume and the room boundaries. 
For a plume against a wall or in a corner, there is convective 
heat transfer to the walls. There is limited data on convective 
heat transfer by a ceiling jet to the ceiling [9, 14]. 

In the present Computer Fire Code, we use the simple 
formula for the convective heat transfer between the hot layer 
and the inside of the wall. 

QLw — h\\T]_ Twj) (51) 

where 

h, = S + A5{TL-Ta) 

is expressed in SI units w/m2K, while outside we use 

Qaw = 5(Tm-Ta) (52) 

A special problem arises if one insists that there are only 
two wall types, one hot and one cold. As the hot layer 
deepens, wall is transferred from the cold to the hot type. The 
required energy in our program is imagined to be transferred 
as a lump from the hot layer to the wall. The required energy 
is 

M: E = 2{W+L)hL 1 (q"LW + q5w)dt (53) 

At present, this energy is ignored when the layer becomes 
less deep as the room fire wanes. In the future, this energy will 
be dumped into the lower layer. 

For a multiroom building, each side of the wall will have to 
be somehow connected with its own room. 

Clearly, these formulas can be improved. The magnitude of 
plume velocities should be included in the evaluation of the 
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heat transfer coefficients. For a single room the convective 
heat loss is not of major importance. It will be more im
portant for predicting sprinkler link operation and will be 
necessary for a large building where the buoyant gas from the 
fire room cools off a great deal while moving throughout the 
building. 

Heat Transfer by Conduction. The walls and objects in 
the room absorb heat, pyrolyze and eventually ignite. The 
interior temperature must be computed. To do this we solve 
the one-dimensional conduction equation by finite differences 
[10]. The solution first requires the conduction thickness, T, to 
be divided into finite layers. To do this the computer proceeds 
as follows: 

&xmin = (.2cx5tmRX)W2 (54) 

This requires Appoints 

T 

N- 1 = [integer part of] (55) 
"•*"min 

So that there will not be more than 20 points, we use 
T T 

Then 

2a 
T(x,t + bt)=\-~rT{x,t) 

+ £T {T(x + 8x,t) + T(x-5x,t)) (57) 

and for the boundary points 

T(0, / + & ) = 1 - — 7 ( 0 , 0 

ubt ( 8x . \ 

Pyrolysis. As various objects are heated, they begin to 
pyrolyze adding gaseous fuel to the air in the room. Because 
of the extremely complex chemistry, only empirical in
formation is available and that on only a few materials under 
limited circumstances [11]. At present, no pyrolysis gases are 
calculated. 

In the future, empirical data for both the amount and rate 
of gaseous products will probably be used. The blanketing 
effect of the char greatly complicates the pyrolysis process for 
many materials. A simple Arrhenious relation between 
pyrolysis rate and temperature, even if adequate for the 
chemistry, would be masked by the effects of the char. Much 
further work of a basic scientific nature is required to put 
practical applications of this phenomena on a fundamental 
basis. 

Flameover, Flashover and Ventilation Limited 
Fire. When the fire has progressed to the point that some 
object is about to ignite, most combustibles in the room are 
ready to ignite and do so in a short time (perhaps seconds). 
This is "Flameover." At about the same time the unburned 
fuel, smoke, and soot concentration in the hot layer reach the 
lower flammability limit and either burn out or use up the 
oxygen in the hot layer as the flames come out the vent. This 
latter we will define as "Flashover." When the Computer Fire 
Code has been developed to this level, we will be in a position 
to predict when the rate of heat release inside the room is 
limited by the amount of oxygen entering the vents and is 
independent of how the fuel is distributed inside. This con
dition is called "Ventilation Limited." 

Since the heat of combustion of oxygen is about 

Qo 2 =1 .5x l0 7 J /kg 

for most organic fuels, the heat released in the room during a 
ventilation limited fire is 

Qo2 Y02md= -Qvapmf + pccp(TR - Td) (md-mf) (59) 

where the heat released is used to vaporize more fuel and heat 
all the gases up to temperature, TR. 

This temperature must be such that the fuel is indeed 
evaporated. Thus, 

A(°(Tj- 7 V + h(TR- Tvap)) = - e v a p m / (60) 

where A is the fuel area - approximately equal to the area of 
the room. These two equations determine both the gas 
temperature, TR, and the rate of fuel emission, —mf. 

When the inlet vent flow becomes restricted and the gas 
temperature is high enough to rapidly vaporize fuel, ~m, 
becomes far more than enough to burn all the oxygen entering 
the room and hence much flammable and burning gases are 
supplied outside. 

Late in the fire when all the fuel has been reduced to 
charcoal, rvap and Qmp no longer exist, and a different 
ventilation limited analysis will be necessary. 

Finally, as the last of the charcoal burns up, the room 
returns to a passive state - merely a gas passage - if the walls 
are noncombustible. Otherwise, the walls collapse and a 
whole new building geometry exists. At present, the nature of 
collapse looks too random to be predicted. The future will 
tell. 

Ignition of the Next Room. Heat transfer by radiation 
through a vent and convective heat transfer from hot gases 
and flames are responsible for igniting objects in the next 
room as well as those in the initial fire room. All the fire 
development programs used in the first room must be used 
over again in the next. Thus the fire, for a while, will lead to 
more and more fire variables and calculations. However, as 
rooms become ventilation limited and eventually burn out, 
the variables and computational complexity will reduce. This 
is very important and will help keep fire computations within 
practical economic bounds. 

The Corridor. Sometimes the "next room" is a long 
corridor. The fire, the heat transfers, the plumes, etc., will be 
the same regardless of the size and shape of the "room." 
However, it is clearly not correct to assume a hot and cold 
layer to be of uniform properties. Plume gases may heat and 
ignite the ceiling before the flowing hot gases have reached the 
distant end of the corridor. Present theories of ceiling jets are 
of a more complex nature then could, at present, be justified 
for use in computing a fire in a large building. Somewhat less 
accurate but less complex computations are probably possible 
for use in fire growth calculations. 

Flow Throughout the Building. Even though the fire has 
just started in one room, there are gas flows throughout the 
whole accessible portion of the building no matter how large. 
This is because the energy released by the fire greatly expands 
the heated gas (by a factor of 4 or more). If the fire room 
doors were sealed the resultant rise of pressure (to as high as 4 
atmospheres) would burst the walls even if of reinforced 
concrete. In fact, rooms are never that tight so that leaks and 
heat losses slow the pressure rise. 

By "accessible portions of the building" is meant those 
parts through which gas can be pushed by the fire gas ex
pansion. Open doors and windows, badly fitted doors, 
various construction holes, ventilation ducts, etc. can all serve 
to control the direction and amount of gas flow. 

After a short time, the flow will also be driven by buoyancy 
which takes hot gases to the highest accessible spot. 

In any case, the flow through a large building is a flow 
through a resistance network. 
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For nonbuoyant flow, a resistance is definable as 

in 
(61) 

Notice that this relation is nonlinear in the flow rate. Thus 
while series and parallel formulas can be derived, they are not 
as simple as for thermal or electrical circuits. 

Series circuit 

Parallel circuit 

R = R, + R7 + . 

\R,L • + - . . . . ) 

(62) 

(63) 

For a large building there are often so many interconnections 
that these formulas are inadequate. Thus we must use the fact 
that the net flow at every node (room with more than one exit) 
must be zero, except where a fire is creating new volume (by 
gas expansion or burned fuel). 

When buoyancy effects are added, several new com
plications arise. It is no longer possible to assign a unique 
resistance to a vent. Any change of elevation, as from the first 
to second floor, acts as a pump driving hot gas up and cold 
gas down. The method of solution is again to adjust node 
pressures (say at the floor) to produce zero net mass flow 
except for fire produced volume. 

The best way to handle these problems is still a matter for 
research. 

Detectors and Sprinklers. When the fire growth can be 
successfully calculated, the known characteristics of various 
types of detectors and designs of sprinklers can be used to 
predict their operation. The predicted "smoke" concentration 
can be used to predict the time of a gas detector alarm. The 
heat transfer to sprinkler links could predict when sprinkler 
water will be released. Furthermore, the flow of sprinkler 
water and its effect in fire extinguishment can some day be 
added to the fire prediction program. 

The Input and Output of the Computer Program 

The real fire has as its input the existing building, while the 
output data of fire development can only be obtained by 
elaborate instrumentation throughout the structure. The 
Computer Fire Code knows only the building which the user 
inputs and will output only that information which it is in
structed how to provide. 

Material properties can be input from resident data in the 
computer code. New methods must be devised for rapid input 
of building data. Just to input the size and location of every 
room, every vent, every object in a large building would be 
very tedious. This may be necessary until the whole building 
design process is carried out in a computer aided manner. In 
the latter case, the fire program would be an add-on which 
could be consulted relative to fire safety during the design 
process. The question of how to most conveniently input the 
required information is currently under study. 

As output, there are a number of obvious fire safety needs: 

1 The time dependence of the temperature on all escape 
routes 

2 The time dependence of the concentration of toxic gases, 
especially CO, on all escape routes 

3 The time of sounding of the fire detectors, if any 
4 The time of operation of the sprinklers, if any 

We know that as soon as we acquire a long-sought 
capability, we immediately think of many more ambitious 
needs. As soon as a working computer fire code becomes 
available, someone will want to examine alternate designs, 
alternative materials. It will be possible to compute a building 
and if it is found safe except for a fire which starts in some 
particular location, that location can be redesigned or an 
expensive fire suppression system could be supplied in that 
local area for fire control. 
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Fig. 1 The time-variation of surface temperature of a cellular plastics 
target by computation (solid curve) and full-scale experiment 
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Fig. 2 The rate of pyrolysis of fuels of different heats of vaporization 
in a fire 

In closing, I supply a few figures showing the present 
capability of Computer Fire Code V to predict the results of a 
full-scale room fire compared to fire test results. 

Results 

How well does the computer calculate a real fire? This, of 
course, is the ultimate use of all the work in mathematical 
modeling of fire. A series of full-scale tests run for the Home 
Fire Project by the Factory Mutual Research Corporation 
were made about five years ago and have all been computed 
for validation purposes. Many of the computed results have 
already been published [12, 13] and will not be repeated here. 

Figure 1 shows the typical agreement between experimental 
and computed results. The time-temperature history of the 
surface of a target slab of polyurethane shows agreement 
good enough for many fire decisions. Figure 2 shows a result 
not previously published and shows another use for the 
computer program. 

How does a fire behave as the heat of vaporization 
(pyrolysis) varies? A decrease of Qvap increases the rate, 
decreases the time, and increases the temperature of the 
response of the fire. This figure also shows the erratic nature 
of the stability properties of the numerical solution 
techniques. By error, a heat of vaporization of 1 J/Kg was 
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introduced instead of lxlO6 . As the figure shows, the 
computer proceeded dutifully to calculate this extreme case. 
In fact, most of the curve for Qvap = 1 was produced by the 
specified maximum fire decay rate. 

Conclusions 

The ultimate objective of computing a fire in a high-rise 
building is still some years away. However, the success of 
predicting with the required practical accuracy the fire in a 
single enclosure has disclosed no insurmountable problems. 
The ultimate objective is attainable. 
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Soot Volume Fraction Profiles in 
Forced-Combusting Boundary 
Layers 
A multiwavelength laser transmission technique is used to determine soot volume 
fraction fields and aproximate particle size distributions in a forced flow com
busting boundary layer. Measurements are made in diffusion flames of 
polymethylmethacrylate (PMMA) and five liquid hydrocarbon fuels {n-heptane, 
iso-octane, cyclohexane, cyclohexene, and toluene) with ambient oxygen mass 
fractions in the range of 0.23 £ Y0x s 0.50. Soot is observed in a region between 
the pyrolyzing fuel surface and the flame zone. Soot volume fraction increases 
monotonically with Y0at, e.g., n-heptane and PMMA are similar with soot volume 
fractions, fu, ranging from f„ ~ 5 x 10~7 at Y0a> = 0.23 tofv ~ 5 X 10~6 at Y0a> 
= 0.50. For an oxygen mass fraction the same as air, Y0a = 0.23, soot volume 

fractions are approximately the same as values previously reported in pool fires and 
a free combusting boundary layer. However, the shape of the /„ profile changes 
with more soot near the flame in forced flow than in free flow due to the different y-
velocity fields in these two systems. For all fuels tested, a most probable particle 
radius is between 20 nm and 80 nm, and does not appear to change substantially 
with location, fuel, or oxygen mass fraction. 

Introduction 

Thermal radiation is the dominant mode of heat transfer in 
full scale fires [1]. This radiation is primarily soot emission 
with a small contribution from gas species emission. The soot 
emission depends on the flame temperature and the volume of 
solid particles per unit volume of flame, i.e., the soot volume 
fraction,/„. Local volume fractions of soot and approximate 
size distributions are determined here by a multiwavelength 
laser transmission technique previously described [2-8]. The 
forced flow, two dimensional, laminar combusting boundary 
layer used is attractive for the study of soot, because the flame 
can be easily probed by optical techniques and predicted by 
mathematical models [9, 10]. Measurements have been 
reported for soot volume fractions in pool fires [2-6] and a 
free flow combusting boundary layer [7]. The combustion 
tunnel used in this study provides a very different streamline 
pattern from the free flow case and permits control of the 
oxygen mass fraction so that a wide range of flame tem
peratures and soot volume fractions are obtained for each 
fuel. 

A schematic diagram of a laminar combusting boundary 
layer over a pyrolyzing fuel surface is shown in Fig. 1. A 
pyrolysis zone separates a flame zone from the fuel surface. 
Part of the carbon in the fuel is converted to carbon particles, 
which are observed in a soot layer on the fuel side of the flame 
zone. It is this layer which is probed here. Experimental 
studies of soot in these well-controlled flames also provide 
insight into complex soot formation and oxidation processes. 

Minchin [11], and Clarke, Hunter and Garner [12] did early 
studies of the effect of fuel type on soot formation in laminar 
diffusion flames. They increased the height of a flame on a 
small circular burner by increasing the fuel flow rate until the 
flame emitted soot at its tip. This height is called the smoke 
height or sooting height. When the sooting height is used as a 
relative measure of sooting tendency, a lower sooting height 
indicates a greater tendency to form soot. Jagoda, Prado, and 
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Fig. 1 Schematic diagram of a steady, two-dimensional, laminar, 
combusting, boundary layer on a pyrolyzing fuel slab 

Lahaye [13] measured local soot concentrations by probe and 
light scattering and absorption techniques in a candle-like 
diffusion flame. Related experiments for gaseous fuels have 
been reported by Kent, Jander and Wagner [14], Haynes, 
Jander and Wagner [15, 16], and Chang and Penner [17]. 

Recently, Glassman and Yaccarino [18] measured sooting 
points to determine the effects of oxygen concentration on the 
sooting tendency of fuels. Santo and Taminini [19] used a 
modified Schmidt technique to measure the flame radiance of 
a pool fire against a variable background of black body 
radiation. These measurements allowed them to determine 
absorption-emission coefficients and trends in soot volume 
fraction for different ambient oxygen concentrations. While 
these previous studies give qualitative trends, the present 
study reports quantitative data for soot volume fractions at 
different oxygen concentrations. 
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Fig. 2 Schematic diagram of wind tunnel and optical equipment for 
simultaneous multiwavelength laser transmission measurements: 
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Kinoshita, Pagni, and Beier [8, 20, 21], Sibulkin, Kulkarni 
and Annamalai [22], and Liu and Shih [23] recently included 
radiation in models of a laminar combusting boundary layer. 
These models require a knowledge of soot volume fraction 
within the layer, which is provided by the present study. 

Extinction Analysis 

The multiwavelength laser transmission technique is 
described elsewhere [2-8], so only a brief outline of the 
assumptions and data analyses is given here. The transmitted 
intensity, / , of a monochromatic beam through a polydisperse 
aerosol is related to the initial intensity, I0, by 

/ (X) / / 0 (X)=exp( - r (X)Z , ) (1) 

where L is the beam pathlength. The aerosol spectral ex
tinction coefficient, T, is given by 

T(\,m,r) - j ; N(r)Q(\,m,r)-irr2dr (2) 

scattering theory [24] for spherical particles. Calculation of a 
spectral extinction coefficient requires knowledge of the size 
distribution, N(r), and the optical properties of the particles 
m{\) = n(\) (l-;'Ar(X)). Size measurements in premixed 
flames [25] suggest a gamma size distribution [26] with 

olrm = Vi (3a) 

N{r) /N0 = (27 /-V2 r*mx) exp ( - 3 r/rm,,) Ob) 

is appropriate where rmax is the most probable radius, and N0 

is the total particle concentration. While some dependence of 
/•max on the constant in equation (3a) has been reported [27], 
the soot volume fraction has been shown to be insensitive to 
the details of the functional form assumed for the size 
distribution. 

The optical properties used here [5] are based on a 
dispersion relation developed by Lee and Tien [28-31] which 
has been shown to well represent the soot of many fuels in a 
variety of flame geometries. The soot is assumed to be suf
ficiently well aged that C/H ratio effects on m(X) are 
negligible, while sufficiently young that little agglomeration 
has taken place so that the spherical assumption is valid. Our 
transmission method is much less ensitive to particle non-
sphericity effects [30] than are other reported light scattering 
techniques [13-17]. 

The soot volume fraction is defined by 

fv~\*\1 N{r)r'dr 

In terms of the two unknowns in equation (3b), /„ is 

54ir 
f»=-p-Won 

.3 
max ' : 18.62 A^rLx 

(4) 

(5) 

where Q is the particle extinction efficiency from the Mie 

It remains to find N0 and rmax from measurements of / and /„ 
at two wavelengths over a measured pathlength, L. Sub
stituting these measured values into equation (1) gives two 
independent values of T, one at each wavelength. These two T 
values give two independent equations (2) to determine the 
two unknowns in the size distribution, N0 and rmax. The 
volume fraction of soot is obtained from equation (5). In 
some cases rmax is double valued, so more than one 
wavelength pair is required to isolate the correct rmax. 
Agreement among several wavelength pairs also substantiates 
the assumed size distribution and optical properties. 

Experimental Method 

Multiwavelength laser transmission experiments are per
formed with the apparatus shown schematically in Fig. 2. The 
flames are in a combustion tunnel designed to produce a 
uniform flow of an oxidizing mixture of nitrogen and oxygen 
above the fuel surface. The tunnel consists of a mixing 
chamber, contraction section, and test section. The mixing 

N o m e n c l a t u r e 

Greek 

/„ = particulate carbon 
volume/flame volume 

/ = radiant intensity 
L = beam pathlength through 

fire 
m — complex index of refraction 

rhp = local pyrolsis rate 
Mp = total pyrolysis rate, Mp — 

1 mp(x)dx 

n = real index of refraction 
nk = imaginary index of 

refraction 
N0 = total particle concentration 

N(r)dr = particle concentration in the 
size range dr about r 

Q = extinction efficiency 
r = particle radius 
x = streamwise direction 

coordinate 
y = transverse direction 

coordinate 

X 
a 
T 

i 
j 

m 
max 

0 
CO 

= 
= 

= 
= 
= 

= 
= 

wavelength 
standard deviation 
extinction coefficient 

first wavelength 
second wavelength 
mean 
most probable, i. 
maximum in N{r) 
oxygen or incident 
ambient 

at 
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chamber is divided into sections by screens with one section 
packed with steel wool. A rapid contraction of two walls 
accelerates the flow and minimizes the thickness of the 
boundary layers on the walls at the entrance of the test sec
tion. With an area contraction ratio of 6, the shape of the 
contraction is similar to the one used by Brown and Roshko 
[33]. The horizontal test section has a rectangular cross 
section, 18-cm wide and 5-cm high. The sides of the tunnel 
and the ceiling directly over the fuel surface are made of pyrex 
glass to provide visibility and access for optical 
measurements. The fuel wicks and solid fuel are placed flush 
in an inert floor, Marinite-XL (Johns-Manville Co.), 5 cm 
behind the exit of the contraction, as shown in Fig. 3. The 
oxidizer flow is measured by a set of four critical flow nozzles 
for each of the component gases, oxygen and nitrogen. The 
nozzles are calibrated individually at operating conditions by 
a wet test meter. For each gas, the stagnant chamber pressure 
upstream of the critical flow nozzles is measured by a 
Bourdon tube gauge. A copper-constantan thermocouple 
upstream of the nozzles is used to measure the stagnant 
chamber temperature. The static pressure downstream of the 
nozzles is also monitored to insure choked operation of the 
nozzles. 

The optical equipment for the laser transmission 
measurements is similar to that described by Pagni and Bard 
[2-6]. Two lasers are used: a Spectra-Physics Argon Ion 
tunable laser model 165, operating at either X = 0.4579 /mi, 
0.4880 /xm, or 0.5145 /mi, and a Spectra-Physics Helium Neon 
laser model 125, emitting at X = 0.6328 /mi. After a cube 
beam splitter superimposes the two beams from the lasers, the 
beams pass through the same physical space in the flame. 
Great care was taken before each experiment to align the 
centers of the Gaussian intensity profiles of each beam. The 
first simple lens improves spatial resolution by causing a slight 
convergence of both beams to a minimum beam width of ~ 
0.15 mm at the middle of the sample path through the two-
dimensional flame. After a second lens collects the trans
mitted light, an equilateral prism separates the two beams. 
Each beam passes through another focussing lens and a 
narrow band pass filter, before it strikes a laser power meter 

30.5 cm 

Fig. 3 Contraction and test sections of combustion tunnel 

(Newport Research Corp., model 820). The diameter of the 
laser beam limits the spatial resolution of the transmission 
measurements. For all pathlengths used, the maximum beam 
width between points of 1/e2 intensity is less than 0.3 mm. 
Since variations in temperature and species change the index 
of refraction in the direction normal to the fuel surface, the 
flame deflects the laser beam. However, this deflection does 
not decrease the spatial resolution with the lens system shown 
in Fig. 2. 

Since the transmitted intensity of the laser beams varies 
greatly for different fuels and oxygen mass fractions, wicks of 
different widths are used as listed in Table 1. The wick is a 
ceramic fiber board, Fiberfrax Hot Board, Carborundum 
Company. With aluminum foil around the hidden surfaces of 
the wick, the inert wall does not absorb liquid fuel. The length 
of the wick is 12 cm, except for toluene where the length is 8.4 
cm. The samples of polymethylmethacrylate (PMMA) are 
usually 12-cmlong, 12-cm wide, and 1.27-cm thick. 

The entire combustion tunnel is placed on a milling table, 
so that the distance between the fuel surface and the 
superimposed laser beams can be changed by moving the 
tunnel vertically. A complete scan of the flame is obtained by 
moving the tunnel horizontally between traverses. After the 

Table 1 Summary of the maximum soot volume fractions observed at x 
geometries. Here M„ = 1.5 m/s and J,*, = 298°K. 

= 4 cm along with size distributes and sample 

Fuel 
Toluene 
(C7H8) 

Cyclohexene 
(C6H10) 

Iso-octane 
(CsH18) 

Cyclohexane 
(C6H,2) 

n-Heptane 
(C7H,6) 

Polymethyl
methacryl
ate 

(C5H802)„ 

J'Ox.oo 

0.25 

0.23 
0.25 
0.25 
0.25 
0.25 
0.35 
0.35 

0.25 

0.25 

0.23 
0.25 
0.25 
0.35 
0.35 
0.50 
0.50 

0.25 
0.35 
0.50 

Sample 
width 

(cm) 

1.7 

7.0 
3.5 
3.5 
3.5 
1.7 
3.5 
3.5 

7.0 

7.0 

12.0 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 

12.0 
12.0 
6.0 

Wave
length 
pair, 

i - j 
2-4 

2-4 
1-4 
1-4 
2-4 
2-4 
1-4 
2-4 

2-4 

2-4 

2-4 
2-4 
2-4 
1-4 
2-4 
2-4 
2-4 

2-4 
2-4 
2-4 

Path-
length 

L 
(cm) 

2.6 

8.3 
4.7 
4.7 
4.5 
3.1 
4.7 
4.5 

8.3 

8.3 

13.8 
8.4 
8.4 
8.7 
8.6 
8.1 
8.3 

12.0 
12..0 
6.0 

Distance 
from fuel 
surface 

(mm) 

2.7 

3.8 
3.6 
3.1 
2.8 
2.8 
3.0 
3.2 

3.2 

3.8 

4.0 
3.7 
3.8 
3.5 
3.2 
2.9 
3.1 

2.6 
2.1 
1.9 

0.0005 

0.088 
0.075 
0.084 
0.16 
0.28 
0.0016 
0.010 

0.20 

0.38 

0.62 
0.61 
0.59 
0.053 
0.069 
0.015 
0.015 

0.48 
0.0096 
0.019 

0.0011 

0.20 
0.25 
0.27 
0.27 
0.43 
0.017 
0.038 

0.32 

0.45 

0.74 
0.68 
0.68 
0.20 
0.17 
0.048 
0.051 

0.58 
0.043 
0.060 

/ „ X 1 0 - 6 

22 

1.7 
3.1 
3.0 
2.4 
2.5 
7.5 
6.1 

1.1 

0.78 

0.21 
0.37 
0.38 
1.9 
1.9 
3.1 
3.0 

0.37 
3.0 
4.0 

'max 
(nm) 

79 

40 
31 
30 
48 
39 
44 
48 

49 

64 

36 
56 
49 
32 
41 
50 
47 

49 
42 
48 

N o x l 0 ~ 9 

(cm"3) 

2.4 

1.5 
5.4 
5.9 
1.2 
2.2 
4.8 
2.9 

0.52 

0.16 

0.24 
0.11 
0.17 
3.2 
1.4 
1.3 
1.6 

0.17 
1.6 
2.0 
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Table 2 Total pyrolysis rates for liquid fuels from wicks 6-
cm wide and 12 cm in length with «„ = 150 cm/s (*w„ = 225 
cm/s). Rates are per unit width. 

0 5 10 
DISTANCE FROM FUEL SURFACE, y (mm) 

Fig. 4 Soot volume fraction, fv, as a function of distance from fuel 
surface at x = 4 cm for five liquid, hydrocarbon fuels and PMMA. T„ = 
298° K for Figs. 4-10. 

mass flow rates of oxygen and nitrogen are set, the fuel is 
ignited. For the liquid fuels, the supply of fuel in the wick 
gives a steady fire for a time period between 3 to 5 min, 
depending on the oxygen mass fraction. This time period 
allows one vertical scan, with increments of 0.3 mm, through 
the boundary layer. A PDP-11/34 minicomputer stores the 
intensity data after the output signals from the detectors pass 
through a d-c amplifier and a (Digital Equipment Corp.) 
AR11 16-channel, 10-bit, A/D converter. A digital timer 
triggers the A/D converter to read the detector outputs 300 
times within a 6-s interval. After each vertical scan the flame 
is extinguished, the horizontal position of the fuel is changed, 
and the wick is soaked with fuel, before the flame is reignited. 

It is observed that the flame zone is in contact with the inert 
floor beyond the side edges of the wick. Soot is deposited on 
the inert floor between the fuel surface and this line of flame 
contact. The width of the soot region and hence the 
pathlength, L, of the laser beams is well approximated by the 
distance between the lines of flame contact on each side of the 
fuel surface. The pathlength is found to be ~ 1 cm longer 
than the width of the wick and nearly independent of x and y 
as shown in Table 1. The value determined for the most 
probable radius is independent of the pathlength 
measurement. An uncertainty of 5 percent in L results in 
approximately a 5 percent uncertainty in the soot volume 
fraction. 

For PMMA the fuel regression rate affects the beam 
distance from the fuel surface. The regression rate is 
measured before and after each vertical scan through the 
boundary layer by blocking the laser beams partially with the 
fuel surface. If the floor of the tunnel remains stationary, the 
surface of the pyrolyzing fuel slab moves and blocks a smaller 
part of the laser beams. The regression rate is the rate the 
tunnel floor must be moved to maintain a constant reading of 
transmitted intensity for the partially blocked beam. A new 

Fuel 

n-heptane 

cyclohexene 

cyclohexane 

iso-octane 

toluene 

YQC° 

0.23 
0.25 
0.35 
0.35* 
0.50 

0.23 
0.25 
0.35 

0.25 

0.25 

0.25 

Total 
M 

pyrolysis rate 
p(g/nrs) 

2.3 
2.5 
3.4 
4.1* 
4.7 

2.9 
3.2 
4.3 

3.3 

2.9 

3.5 

sample of PMMA is burned for the transmission and 
regression rate measurements at each streamwise position. 

Results and Discussion 

Profiles of volume fracton of soot are shown in Fig. 4 for 
five liquid fuels and PMMA at 4 cm downstream of the fuel 
leading edge with u„ = 1.5 m/s, T„ = 298°K and 70oo = 
0.25. The standard deviations in the data are within the size of 
the symbols in the graph. When the data are compared with 
previous measurements [2-8], the rank and magnitude of the 
soot volume fraction is preserved among small pool fires, and 
free and forced boundary layers. Smaller error bars exist for 
the more stable forced flames. 

The most striking difference between free and forced flow 
systems is the change in the shape of the/„ profile. The tail of 
the profile shown near the fuel surface in Fig. 4 is near the 
flame in free flow (see, e.g., Fig. 3 of [7]). This is due to the 
difference in the ^-velocity field between free flow, with a 
negative .y-velocity throughout the soot and flame region and 
forced flow with a positive .y-velocity everywhere. The fact 
that the free flow soot lies between a converging streamline 
and the flame means that any soot near the flame must have 
been generated there. While in forced flow soot can be 
convected toward the flame as well as generated there. 
Therefore, higher soot concentrations exist closer to the flame 
in forced flow than in free flow for the same fuel at the same 
r 0 » and To,. 

Table 1 lists values of soot volume fractions, the most 
probable radius, and total particle concentrations at the 
maxima in the/„ profiles. The five liquid hydrocarbon fuels 
have approximately the same thermal and physical properties, 
and adiabatic flame temperature. The large variation in soot 
volume fraction indicates the chemical structure of the fuel 
has a strong influence on soot formation. Since no significant 
changes occur for wicks of different widths, errors due to 
edge effects are negligible. With wicks of 12 cm length, 
measurements of burning time and mass of the wicks, before 
and after the burning, show the total pyrolysis rate at the fuel 
surface for toluene is 40 percent greater than that of n-
heptane at Y0„ = 0.25. As listed in Table 2, the pyrolysis 
rates of the other liquid fuels are between these two extremes. 
For toluene, the large soot volume fraction provides some 
significant radiative heat flux into the fuel surface. 

The soot volume fraction increases with downstream 
distance, x, for all fuels tested, but for fuels with a high soot 
volume fraction the variation with x is smaller. In Fig. 5, the 
profiles for cyclohexene indicate a larger variation in soot 
volume fraction with x than determined in the free flow case 
for Y0„ = 0.23. The outer edge of the soot layer follows the 
flame zone away from the fuel surface with increasing 
downstream position, the width of the layer increases, the 
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profile flattens and the tail moves from the fuel side to the 
flame side. It is planned to use such data to develop a model 
for soot formation, growth and destruction. 

The particle radii do not appear to change significantly 
across the soot layer as shown in Fig. 6. The most probable 
radius is between 20 nm and 80 rim for all the fuels at Y0„ = 
0.25. Since the particle sizes do not vary with downstream 
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Fig. 5. 

position, the particles apparently do not have sufficient time 
to agglomerate into larger clusters. The peaks in the particle 
concentration profiles correspond to peak soot volume 
fractions as seen by comparing Figs. 5 and 7. So it appears 
that more particles rather than larger particles are responsible 
for the downstream increase in/„. 

The soot volume fraction increases with increasing oxygen 
mass fraction for all the fuels. Measurements were limited to 
values of Y0a greater than 0.23, since below this value a 
steady flame over the entire fuel surface could not be ob
tained. In Fig. 8, results for n-heptane show that a small 
change in the oxygen mass fraction from Y0„ = 0.23 to Y0a, 
= 0.25 results in a 60 percent increase in the maximum of the 
volume fraction profile at x = 10 cm. The volume fraction is 
less sensitive at higher oxygen mass fractions, since a change 
from Y0„ = 0.35 to Y0a, = 0.50 gives only a 50 percent in
crease in the maximum of the/„ profile. As Y0m increases, the 
outer edge of the soot layer moves with the flame toward the 
fuel surface, since temperature increases with Y0„ and* = 10 
cm corresponds to a smaller similarity variable 77 through 
P/P„ [10]. 

The increase in volume fraction of soot with Y0oo occurs for 
two reasons. From the data in Table 2, the total pyrolysis rate 
at the fuel surface is doubled by increasing the oxygen mass 
fraction from Y0a, = 0.23 to Y0oo = 0.50. Thus, more fuel 
feeds the soot formation process at the higher oxygen con
centrations. Also, an increase in the flame temperature in
creases the rate of soot formation as noted by Glassman and 
Yaccarino [18]. Profiles were also measured at u„ = 0.75 
m/s and u„ = 2.25 m/s for n-heptane with Y^ = 0.35. The 
changes in/„ observed were consistent with the changes in the 
temperature and velocity fields predicted by similarity 
analyses as shown in Table 2 and Fig. 9. 

For PMMA the width of the soot layer changes less with 
oxygen mass fraction than for the liquid fuels, as shown in 
Fig. 10. The distance from the fuel surface to soot onset is less 
for PMMA, and this distance is approximately unchanged 
with increasing oxygen mass fraction. Again, the increase in 
the local pyrolysis rate with Y0a, as shown in Table 3, and the 
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temperature increase lead to a large increase in the /„ 
maximum as Y0„ increases. The particle radii do not change 
significantly with oxygen mass fraction as shown by the 
results in Table 1. For PMMA pool fires, the measurements 
of Santo and Tamanini [19] indicate the absorption coef
ficient increases with oxygen mass fraction, but the Schmidt 
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Fig. 10 Soot volume fraction, f„, as a function of distance from the 
fuel surface at different oxygen mass fractions for PMMA. The symbol 
definitions are those given in the caption to Fig. 8. 

Table 3 
cm/s 

y0a, 

0.23 
0.23 
0.23 
0.23 
0.35 
0.35 
0.50 
0.50 
0.50 
0.50 

Local pyrolysis rate 

Streamwise position 
x(cm) 

2 
4 
7 

10 
4 

10 
2 
4 
7 

10 

ISO 

Local pyrolysis rate 
mp(g/m -s) 

16 
11 
4.0 
3.8 

17 
9.5 

24 
19 
14 
11 

temperature is only weakly influenced. They concluded that 
soot volume fraction increases with an increase in oxygen 
mass fraction for YQoo between 0.18 and 0.21. By measuring 
sooting heights for ethene, Glassman and Yaccarino [18] 
found that increasing the oxygen mass fraction decreases the 
sooting tendency at lower oxygen mass fractions, but at 
higher Y0a>, in the range studied here, increasing the oxygen 
mass fraction increases the sooting tendency. 

Conclusions 

Soot volume fraction fields and particle size distributions 
have been determined in laminar, combusting, radiating 
forced flow boundary layers for several fuels and oxygen 
concentrations. The soot region is observed on the fuel side of 
the flame zone. The fuel ranking and soot volume fraction 
magnitude are preserved among small pool fires and 
boundary layer flames in free and forced flow. The forced 
flow system with a positive ^-velocity field everywhere 
provides an interesting contrast to the free flow case where the 
^-velocity is positive only near the fuel surface. As a con
sequence of this distinction larger /„ are observed near the 
flame in forced flow than in free flow. 

The soot volume fraction and the width of the soot layer 
increase with downstream distance primarily due to an in-

164/Vol. 105, FEBRUARY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



crease in particle concentration, since the particle size does 
not change significantly downstream, across the soot layer, or 
with oxygen mass fraction or fuel type. Soot volume fraction 
increases monotonically with mass fraction of oxygen, for 
0.23 < r0co < 0.50, but volume fraction is less sensitive to 
changes in Y0„ at the higher oxygen mass fractions. It is also 
observed that the chemical structure of the fuel has a large 
effect on soot formation. Data such as these, when coupled 
with temperature, species and velocity fields from similarity 
analyses, make combusting boundary layers attractive 
systems for future work in soot formation, growth and 
destruction modeling. 
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Low Reynolds Number Flow 
Between Interrupted Fiat Plates 
The flow between pairs of flat plates was studied experimentally to gain insight into 
the operation of compact heat exchangers with interrupted surfaces. The plates were 
tested at low Reynolds number in both water and air streams. The investigation 
focused on the region of transition from steady to unsteady laminar flow between 
plates. A critical velocity was determined at which periodic oscillations were first 
observed. This velocity depends strongly on the thickness of the plates, t, plate 
length, L, and plate separation distance and weakly onflow disturbance level. Data 
for a range of geometries, 4 < Lit < 159, are correlated using plate wake width as 
a single plate length scale. The downstream plate was found to have a pronounced 
upstream influence on the critical velocity. In a low-disturbance-level stream the 
critical velocity may be lower than that required to produce detectable oscillations 
at the same point in the upstream plate wake in absence of the second plate. This 
feedback effect may be responsible for the relative insensitivity of the results to the 
turbulence level in the free stream. 

Introduction 

Many compact heat exchanger surfaces consist, in part, of 
flat plate segments aligned with the flow direction. These 
devices typically operate at low Reynolds number. It is a 
common practice to interrupt these surfaces to inhibit the 
formation of thick laminar boundary layers. Sparrow et al. 
[1] have calculated that heat transfer improvement may be 
realized due to interruptions in a two-dimensional plate array 
even if the flow remains laminar and steady. Further im
provement may be expected if the wakes which are formed 
when the boundary layers pass the end of a plate segment are 
unstable and undergo transition to an unsteady, vortical flow. 
In general, the flow in a compact heat exchanger may be quite 
complex. The flow and consequently the heat transfer may be 
sensitive to small changes in any of a large number of design 
and manufacturing variables. The philosophy adapted by the 
present authors, and by other workers in the field, is to try to 
gain insight into the complex fluid flow and heat transfer 
processes occurring in heat exchanger cores by studying 
related but simpler flows. This paper deals with the transition 
from steady laminar to unsteady flow in the wake region 
between two plates. The following paper [2] uses the results of 
this and a related study to interpret measurements of heat 
transfer from two aligned plates. 

A considerable amount of information is available con
cerning flow over isolated, two-dimensional bluff bodies 
(particularity circular cylinders) [3, 4] and thin flat plates 
aligned with the flow direction [5, 6, 7], The onset of in
stability is first detected in the far wake and the apparent 
origin moves toward the generating body as the Reynolds 
number increases. Theoretical and experimental deter
minations have been made of the critical conditions at the 
onset of wake instability. In contrast, little has been reported 
concerning the flow between closely coupled plates. Flow 
visualization studies [8, 9, 10] have documented that a similar 
transition process may exist but these explorations were not 
extensive enough to establish the critical conditions. The main 
objective of the experiments reported in this paper was to 
establish the conditions for the onset of unsteady flow be
tween a pair of flat plates of finite thickness. 

The Experiment 

The flow over two plates aligned with the flow direction 
was studied using visualization techniques and hot-film 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
9,1981. 

anemomentry in a water channel and hot-wire anemometry in 
a wind tunnnel. 

The water channel is an open flume 244-cm long with a 7.6-
cm by 7.6-cm square cross section. The plates were mounted 
vertically in the channel, positioned and supported on the 
bottom by slots milled into the floor of the channel and on the 
top by slotted straps which span the test section. Water enters 
the flume through a bed of marbles and then passes through a 
series of screens and honeycomb prior to entering the test 
section. 

Hydrogen bubbles were generated at a 0.02-cm platinum 
wire stretched across the channel at midheight. The d-c 
potential between this wire and a metal screen located 
downstream from the test section was pulsed at a known 
frequency to generate time lines in the flow. The spacing 
between successive time lines was measured from 
photographic records and used to determine the channel 
horizontal velocity profile. By this means it was determined 
that the velocity was essentially uniform over the central 85 
percent of the channel. Similar vertical profiles obtained with 
the hydrogen bubble wire positioned vertically in the center of 
the channel showed a uniform mean velocity extending from 
the free surface down to about 95 percent of channel depth. 
With the plates in place, velocities were measured from 
horizontal time line separations midway between the plate 
surface and the sidewalls. Using this technique it is estimated 
that the uncertainty in velocity determination is about 5 
percent. 

Dye visualization was also used to study the flow patterns 
between plates. For the thickest plates dye was channeled 
through the center of the plates and fed directly into the 
boundary layers through 0.6-mm holes. Dyes of different 
color were precisely injected into the boundary layers on 
either side of the upstream plate to facilitate observations of 
mixing across the gap between plates. A comparison of the 
flow patterns revealed by these streakline with those indicated 
by the hydrogen bubbles showed no qualitative differences 
provided that the dye injection rate was slow and steady. 

Measurements of wake oscillation frequency and amplitude 
were made using a cylindrical hot-film probe. These 
measurements were all taken near the leading edge of the 
second plate. The axis of the sensor was vertical. The probe 
support entered the water vertically downstream from and to 
the side of the second plate. The probe was connected to the 
probe support via a right-angle adaptor. 

The general arrangement of the plates within the test 
section is shown in Fig. 1. Plates of different length and 
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Fig, 3 The effect of plate spacing on the flow between plates at
constant free·stream velocity. The direction 01 flow is from left to right:
L = 1.27 em, t = 0.32 cm, U = 2.9 em/s.

Fig. 1 Arrangement of plates in test section
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Fig. 2 The onset of unsteady flow between two plates as revealed by
hydrogen bubbles. The direction of flow Is from left to right: L = 2.54
em,S = 2.54cm,t = 0.16em.

thickness were used (see Table 1), but for most experiments
the two plates in the channel were identical except that the
leading edge of the upstream plate was rounded.

In order to extend the range of parametric variation and to
assess the facility dependence of the results a series of ex
periments was run in a low-speed, open-return wind tunnel. In
this facility the plates span the center of the 33-cm dia
plexiglas test section, penetrate through the test section walls
and are held in tension by clamps mounted outside the test
section. The mean velocity is uniform over the central 90
percent of the tunnel but the free-stream turbulence intensity,
which ranges from I to 2 percent depending on velocity, is
about an order of magnitude higher than it is in the water
channel just described. The hot-wire measurements made in
this facility were comparable to the hot-film measurements
made in the water channel.

The plates were made from a number of different materials
depending on the plate size. The general criterion was to use
the stiffest, straightest material possible consistent with the
application. The plates used in the water channel were made
from Plexiglas or aluminum, while those used in the wind
tunnel were either aluminum or ground flat steel stock. The
leading edge of the upstream plate was rounded to prevent
separation and to provide a well-defined boundary layer at the
trailing edge. The intent was to isolate leading and trailing
edge effects. Both are considered in the following paper. In
the course of developing the experimental techniques used in
this work it was found that the principal influence of the

- Nomenclature

plates on the results presented here, other than through the
geometric variables explored, was due to plate vibration and
plate misalignment. It is believed that the results presented
here are those that would obtain for perfectly aligned, per
fectly rigid plates. More details concerning the experimental
facilities and techniques are presented in [11].

Results
Visual Observations. All of the plates tested produced the

same basic flow patterns in the water channel. At low
velocities the flow everywhere was laminar and steady. As the
free-stream velocity was slowly increased from zero, with
plate spacing held constant, a point was reached where
sinusoidal oscillations appeared in upstream plate wake near
the leading edge of the downstream plate. The appearance of
these oscillations as revealed by hydrogen bubbles is shown in
Fig. 2. The bubbles slowed down in the boundary layer of the
first plate trail behind the main sheet of bubbles to mark the
wake. The amplitude of these oscillations grew with further
increases in velocity until discrete vortices were formed. These
vortices, which were swept past the second plate, generally
became stronger with increasing velocity but the flow
remained laminar for a wide range of velocities in the sense
that three-dimensional, random, fluctuating mixing motions
were not visible either within the vortices or in the boundary
layer of the second plate.

The critical velocity at which between-plate oscillations are
first observed depends on the thickness of the plates, t, plate
length, L, separation distance, S, and the disturbance level in
the channel. In general, the critical velocity increases with
decreasing plate thickness, plate length, plate separation, and
disturbance level.

b
L

Re
S
t

wake width = 2 e+ t
plate length
Reynolds number
spacing between plates
plate thickness

u' rms value of streamwise
velocity fluctuation

U := free-stream mean velocity

Greek

{3 frequency
e = 'boundary layer momentum

thickness at the trailing end of
the upstream plate.

Superscript

Condition at onset of os
cillations between plates
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2.54 
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Fig. 4 Critical velocity for the onset of oscillations between two 0.32-
cm thick plates in water 

Observations were also made while holding the free-stream 
velocity constant and varying the spacing between plates. Two 
distinctly different flow regimes were identified as S was 
increased from zero. They are illustrated in the photographs 
in Fig. 3 which show the flow between two 0.32-cm thick 
plates (outlined by the dashed lines) at different spacings with 
the free-stream velocity kept constant. For these photographs 
dye was injected into the boundary layers through small holes 
on either side of the upstream plates. The meniscus formed 
where the dye feed tubes enter the water surface locally 
distorts the view of the dye streaklines. 

For S/t < 4, the steady flow between the plates is fully 
separated, Fig. 3(a). Unsteady flow first appears in the form 
of asymetric periodic perturbations in the two separated shear 
layers similar to those shown in Fig. 3(b). For S/t > 4, the 
separated region in steady flow closes upstream from the 
leading edge of the second plate. As S is increased beyond At, 
the form of the initial unsteadiness changes from the two layer 
instability, Fig. 1(b), to the single wake instability, Fig. 2(d), 
with increasing cross flow evident at the leading edge of the 
second plate. 

Transition Boundaries. A transition boundary was 
determined for each set of plates by fixing the plate spacing 
and slowly increasing the channel velocity until between-plate 
waves were observed. By repeating this procedure at a number 
of plate spacings, points, such as those plotted in Fig. 4, were 

1 
Conditions at the onset 
of oscillations S = 3 cm 

_ _ 
(cm/s) (cm) Re£ Re* 
3~T5 Jm 460 H? 
50 .042 400 99 
4.6 .046 1370 85 
79 .047 1270 80 
5.6 .061 3020 95 
5.4 .042 1580 50 
176 .035 3540 44 

138 .057 5540 35 

generated. The general shape of the boundary for all plates is 
similar. For large plate separation (S>2 cm for the data 
shown in Fig. 4), the critical velocity depends only weakly on 
plate spacing. At small spacings the critical velocity rises 
sharply with decreasing spacing, the detailed form depending 
on plate geometry. A comparison of the critical velocities 
determined for the different plate pairs at a large spacing is 
shown in Table 1. 

Also shown are corresponding values for the boundary 
layer momentum thickness at the trailing edge of the upstream 
plate, 0, calculated from laminar flat plate boundary layer 
theory (Blasius profile), and Reynolds numbers based on plate 
length and plate thickness. Sinusoidal oscillations in the hot-
film output could be detected on an oscilloscope at about the 
same velocity as were undulations in the wake streaklines. 

In contrast to the situation just decribed, the transition 
from a steady to an unsteady, periodic flow between plates in 
the wind tunnel could not always be precisely identified 
simply by observing the hot-wire output on an oscilloscope. 
With a free-stream turbulence intensity of approximately 2 
percent in the wind tunnel, the hot-wire output always con
tained a strong unsteady component. In order to facilitate the 
identification of the point of onset of periodic flow in the 
wind tunnel velocity spectra were obtained at the leading edge 
of the downstream plate by passing the hot-wire signal 
through a spectrum analyzer. Spectra at this location are 
compared with free-stream spectra for one set of plates in Fig. 
5. At a velocity of 0.77 m/s, which was just below the critical 
velocity for these plates, the two spectra are almost in
distinguishable although the high-frequency content in the 
near plate spectrum is somewhat lower than in the free 
stream. At all of the velocities shown the boundary layers 
leaving the first plate must certainly have been laminar. The 
second set of spectra at U = 1.36 m/s show the emergence of 
periodic flow between plates as a spike at a frequency of 
about 90 Hz. The third set of spectra at U = 3.54 m/s show 
that the periodic fundamental has grown in amplitude and 
increased in frequency to about 320 Hz. Higher harmonics are 
also evident and the regions between harmonics also contain 
more energy than the free-stream presumably due to turbulent 
cascade processes. It appears that the same basic process 
which was observed in the low-disturbance water channel is 
taking place here in the presence of considerable background 
noise. 

The Influence of the Downstream Plate. For a relatively 
quiet, disturbance-free channel, the critical velocity may be 
lower than that required to produce visible oscillations at the 
same point in the upstream plate wake in absence of the 
second plate. That is, the second plate provides an upstream 
influence which dominates the "natural" disturbances. This 
feedback manifests itself in another way. For a fixed channel 
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Fig. 5 Velocity spectra in the free stream (lower curves) and at the 
leading edge of the second plate in air: L = 2.54 cm, r = .16 cm, S = 6 
cm, 10 Hz bandwidth 

velocity the frequency of oscillations is essentially in
dependent of S; however, the amplitude varies almost 
periodically with S. In fact, with the velocity set just above 
critical the wake between plates appears alternately steady and 
unsteady as the spacing is changed. This phenomenon is also 
illustrated by the sequence of photographs shown in Fig. 3. 
The flow between plates is steady for S = 2.54 cm while at 
smaller and larger spacings oscillations are apparent. This 
alternation between steady and unsteady flow may be 
repeated several times as the spacing is increased. This is 
shown in Fig. 6(a), where the rms value of the streamwise 
velocity fluctuation, u', measured by a hot-film probe 
stationed near the leading edge of the second plate is plotted 
versus plate spacing at a near critical value of mean velocity. 

Evidence of upstream feedback from the second plate was 
also obtained in wind tunnel tests. In spite of the high 
background turbulence the modulation of the rms velocity 
signal at the leading edge of the downstream plate with 
changing spacing could still be detected. This is shown in Fig. 
7, where rms level filtered around the 15 Hz fundamental is 
plotted versus plate spacing. As in the case of the water 
channel tests this effect was only measurable at velocities near 
critical and only for the periodic component. 

Supercritical Velocities. The feedback process is less evident 
at supercritical velocities. The variation of u' with plate 
spacing shown in Fig. 6(a) for near critical flow over 0.32-cm 
thick plates is considerably changed in form at a velocity 20 
percent higher than critical as seen in Fig. 6(b). Since the 
absolute u' level at a given plate spacing depends on the 
relative position of the probe with respect to the second plate, 
the probe and downstream plate were kept in the same 
position and the gap was changed by moving the upstream 
plate. The absolute rms levels for the curves shown in Figs. 6 
and 7 cannot be compared, however, so u' is plotted on an 
arbitrary scale. 

The frequency of the wake oscillations is an increasing 
function of velocity but essentially independent of plate 
spacing. The frequency change with velocity for tests run in 
air is shown in Fig. 8. The solid lines indicate the slopes, for 
different n, of the power law relation /3 ~ U". The value n = 
3/2 has been found to describe the frequency variation in the 
wake of an isolated, thin flat plate [5]. The data for the 
thinnest (t = .04 cm) plate pair tested here follow this line 
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Fig. 6 RMS level of fluctuating velocity between two plates in water: L 
= 1.27 cm, t = 0.32 cm 

fairly well. The frequency does not change as rapidly with 
velocity for the thicker plates. The exponent n = 4/3 more 
closely describes the rest of the plate-pair data over the limited 
Reynolds number range, just above critical, explored in both 
air and water. The n = 4/3 line forms an approximate, 
empirical lower bound on all the data with one exception. 
Localized velocity ranges were found in these tests in which 
the frequency was independent of velocity. In these ranges the 
wake oscillation frequency matched the frequency of the first 
transverse sloshing mode of the water channel and a resonant 
condition was observed. 

Except for singular behavior under conditions of frequency 
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Fig. 9 Supercritical flow between two plates: L = 1.27 em, t :: 0.32
em, S = 2.8 em, U = 5.1 cm/s. The direction of flow is from left to right.

smaller than that for either ReL or ReI (see Table 1), the data
do not collapse into a single curve. The scatter in the data is
much greater than the uncertainty with which the critical
Reynolds number and spacing were determined. One reason
for this is certainly the variability of the disturbance level
feeding into the unstable wake. In all the water channel ex"
periments the flow was carefully controlled through the use of
honeycomb and screens to minimize the mean flow distortion
and turbulence upstream from the leading plate. The pump
was isolated from the channel by flexible connections to
minimize vibration input. It was found that the introduction
of extraneous disturbances such as arise through channel or
plate vibration could significantly reduce the critical Reynolds
numbers from those shown in Fig. 10. When these extra
disturbances were introduced into the flow with the velocity
set just below the critical value as defined by Fig. 10,
oscillations in the region between the two plates would grow.
With the removal of the external disturbances, however, the
flow would revert to a steady laminar state. Apparently,
below the critical values shown in Fig. 10 the feedback
mechanism from the second plate is not sufficiently strong to
sustain the oscillatory flow even though the wake may be
unstable. On the other hand, the contrast between the un
steady flow between two plates at just above the critical
Reynolds numbers, shown in Fig. 10, with the steady flow at
the same location in absence of the second plate indicate that
these boundaries are associated with the feedback from the
second plate and may be representative of the maximum
Reynolds number at which the flow between plates may be
steady. Disturbance feedback is a common feature of the
shear-layer edgetone phenomenon [13]. It should be noted
that the water data displaying the lowest critical Reynolds
numbers are for the 0.D8-cm thick plates which were locked in
to the channel resonant frequency at the onset of unsteady
flow.

The wind tunnel data show a smaller spread than the water
channel data, presumably due to the absence Df resonant
coupling. Surprisingly, even with the high free-stream tur
bulence the conditions at the onset of periodic flow are not
that much different than those for the low disturbance water
channel.

The leading edges of all of the upstream plates tested here
were rounded to prevent separation. Subsequent tests [14]
have shown that the critical velocities for plates with blunt
leading edges are not significantly different from those
reported here, except possibly at small spacing (Sit < 4). The
flow between plates at supercritical velocities was found to be
much less two-dimensional when the upstream plate was
blunt, however.

Conclusions
The critical velocity for the onset of oscillations in the flow

between pairs of plates is a strong function of plate spacing at
small values of plate spacing but is a very weak function for
large spacings.
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locking, the amplitude of the oscillations between plates
increased with velocity until discrete vortices were formed.
The vortices form closer to the upstream plate and sweep
farther out in the transverse direction as the velocity is in
creased. Contrast the near critical flow shown in Fig. 3(d)
with that shown in Fig. 9. At the higher velocities a local
scouring of the boundary layer on the second plate could be
observed as each vortex was swept by but, over the range of
parameters investigated, transition to turbulence was never
observed visually either in the second plate boundary layer or
in the separated shear layers behind the first plate.

Discussion
The qualitative similarity in wake behind two-dimensional

cylinders and plates has stimulated the search for a universal
correlating parameter or parameters which would describe the
characteristics of wakes produced by cylinders of arbitrary
shapes. These efforts, which have focused on defining a single
characteristic wake dimension, have not been entirely suc
cessful [12]. One might anticipate, however, based on the data
for isolated flat plates and circular cylinders, that the con
ditions at the onset of instability at large plate spacing in the
present experiments could be roughly correlated using a wake
width, b, defined as the sum of the plate thickness plus twice
the momentum thickness of the boundary layer at the end of
the first plate. The Reynolds number formed using this length
and the critical velocity, U', is plotted versus dimensionless
spacing in Fig. 10 for all of the plates tested.

Although the range in R~b at a given Sib is considerably

S ,em

Fig. 7 RMS level of fluctuation velocity between two plates in air
band·pass filtered between 10 and 20 Hz: L = 1.27 em, t = 0.32 em, U =
0.45m/s

U, m/s

Fig. 8 Frequency of the fundamental, periodic velocity component
between two plates in air
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Fig. 10 Conditions at the onset of periodic flow between plates 

A single characteristic length, the wake width, was found to 
correlate critical point data for the onset of oscillations in the 
flow between pairs of flat plates. The experiments on similar 
plates with 4 < L/t < 159 covered conditions ranging from 
those in which the wake was formed chiefly by the thick 
boundary layers leaving the upstream plate to those in which 
the upstream plate resembled a bluff body with boundary 
layers thin compared to the body thickness. The critical 
velocity is a strong function of plate spacing for S/b < 4 and 
a weak function for S/b > 5. 

The critical conditions are surprisingly insensitive to a free-
stream turbulence level. A strong periodic component can be 
detected in the unsteady flow between two plates in highly 
turbulent streams. The velocity at which this periodic com
ponent first appears correlates well with the velocity at which 
sinusoidal undulations are first observed between plates in a 
low-turbulence-level channel. 

A feedback process has been identified which can influence 
transition from steady to unsteady flow between plates. The 
flow between two plates may be unstable whereas the flow at 
the same location in the wake of an isolated plate may be 
stable at the same free-stream velocity. This feedback may 
account for the relative insensitivity of the stability boundary 
to free-stream turbulence level. 

The frequency of the velocity fluctuations in supercritical 
flow is independent of plate spacing. The frequency was 
found to vary as U4/i with two exceptions. For the thinnest 
plates, L/t > 80, the velocity dependence was closer to Ui/2. 
A frequency locking was observed for certain water channel 
tests with frequency insensitive to velocity over a limited range 
of channel velocity. This lock-in was related to a channel-
plate resonance condition. 
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Heat Transfer From Interrupted 
Plates 
The forced convection heat transfer from two plates aligned with the flow direction 
in a wind tunnel was measured. The effects of leading edge bluntness, plate spacing 
distance, and Reynolds number on the leading and trailing plate average heat 
transfer rate were studied. The low Reynolds number, steady laminar and tran
sitional flow regimes investigated are typical for compact heat exchangers. The 
measured heat transfer rate from the leading plate agrees well with laminar theory 
for thin plates when the leading edge is rounded. The heat transfer rate from the 
leading plate with a blunt nose ranges from slightly below theoretical at a Reynolds 
number which gives a long, steady separation bubble to well above theoretical under 
conditions of laminar separation and turbulent reattachment. The heat transfer rate 
from the second plate is influenced by the leading edge configuration of the first 
plate only at small plate spacing distances and high Reynolds number. At large 
spacings the mixing provided by the unsteady wake of the first plate dominates that 
due to the turbulence formed by leading edge separation on the first plate. The 
leading edge configuration of the second plate is important only at large values of 
plate spacing. The heat transfer rate from the second plate is generally higher than 
that predicted by theory for laminar, steady flow over thin plates and may be higher 
than that on the leading plate. 

Introduction 
One of the basic objectives in designing heat exchanger 

surfaces for enhanced heat transfer is to breakup or disrupt 
thick laminar boundary layers. Usually this is accomplished 
by introducing obstructions into the flow or by forming 
channels which cause local changes in the mean flow direc
tion. The secondary flows which are induced by these means 
tend to improve cross-stream mixing and thus enhance the 
transfer of heat between fluid and surface. The operating 
price which is paid for this sort of enhancement is increased 
pressure drop. One measure of goodness which may be used 
to rate the effectiveness of different enhancement techniques 
is the ratio of heat transfer rate to pressure drop as expressed, 
for example, by the dimensionless ratio, jjf. Often, surface 
geometries which yield highy also yield low j/f. 

A more subtle way to disrupt boundary layers is to interrupt 
sections of flat surface and allow the transverse motions 
arising from wake instabilities to mix the stream. This 
technique avoids some of the pressure losses associated with 
large separation regions and mean flow turning. Wake in
stability mixing has been identified as one of the mechanisms 
which may influence the performance of segmented fin and 
perforated plate heat exchangers [1, 2, 3], 

The flow in a complete heat exchanger core may be very 
complex and subject to the influence of many variables. Shah 
[4] has enumerated twenty-one parameters which may affect 
the performance of perforated-plate heat exchangers. It is 
possible, although not necessarily efficient, to generate design 
data from core tests alone if they are performed with a suf
ficient variation of parameters. The process may be shortcut 
if flow modules [5] or major flow structures which strongly 
affect performance can be identified and if the dependence of 
these flow modules on the primary variables can be 
established. One approach to finding such flow structures is 
through the study of simple geometries which model some of 
the essential features of the heat exchanger surfaces. 
Although it may never be possible to predict with great ac
curacy the performance of a complete, complex heat ex
changer core, it should be possible to identify the important 

Contributed by the Heat Transfer Division and presented at the National 
Heat Transfer Conference, San Diego, California. Manuscript received by the 
Heat Transfer Division January 13, 1982. 

variables and to formulate guidelines for the design of more 
efficient surfaces. 

Pioneering work in this vein was reported by Adarkar and 
Kays [1], who studied, both theoretically and experimentally, 
the heat transfer from two in-line plates. They calculated, 
using steady-flow boundary-layer theory, the heat transfer 
rate on two identical plates of zero thickness for various 
spacings in the stream wise direction. Experimental results for 
serveral different plates showed areas of agreement and areas 
of disagreement with theory. Flow visualization studies 
helped to identify two causes for disagreement. One of these 
was the self-excited, unsteady flow between plates and the 
other was leading edge separation on plates with blunt noses. 
The domain of influence of these effects was, however, not 
completely established so this information could not be used 
to correlate the heat transfer data. 

In a more recent work, Cur and Sparrow [6] performed 
extensive measurements on the two-plate geometry using mass 
transfer techniques. Effects attributed to the two mechanisms 
just described are pointed out but again no attempt is made to 
correlate the data in terms of these effects. 

Two studies have recently been completed which focus on 
the fluid mechanic aspects of these important flow modules. 
Roadman and Loehrke [7] have expanded the base for their 
previous paper [2] concerning the flow between two plates. 
Several conclusions of this study are relevant to the present 
work. They find that: 

1 Self-excited oscillations in the flow between plates begin 
at a Reynolds number based on wake width, b, of about 150 
for S/b > 4. 

2 Higher Reynolds numbers must be achieved before the 
instability starts for S/b < 4. 

3 Increasing the Reynolds number above the critical values 
increases the amplitude of the wake oscillations. Discrete 
vortices are observed which sweep across the surface of the 
second plate. 

The implication of these observations is that one should see 
an increase in the heat transfer rate on the second plate due to 
the mixing accompanying the finite amplitude oscillations and 
that this change should manifest itself as a transition in a heat 
transfer - Reynolds number plot when wake width is used as 
the characteristic length. 
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Fig. 1 Construction details of heated plate 

Lane and Loehrke [8] have investigated the morphology of 
leading edge separation on blunt plates at low Reynolds 
number. They report that: 

• A steady, laminar leading edge separation bubble forms 
on an isolated, long flat plate at a Reynolds number based on 
plate thickness of 100. The size of the bubble increases with 
increasing Reynolds number and reaches a maximum length 
of 6.5 times the plate thickness at Re, = 325. The separated 
shear layer becomes unsteady at higher Reynolds number and 
so does the flow downstream from the reattachment point. 
The length of the bubble decreases and approaches four times 
the plate thickness at high Re,. 
For multiple in-line plates Lane [9] reports: 

9 No separation is detected at the leading edge of the 
second plate of a two-plate pair for plate spacings less than At. 
Intermittent reverse flow occurs near the leading edge of the 
second plate for larger spacings, but the unsteady flow be
tween the plates acts to prevent the formation of a steady 
separation bubble for spacings up to S/t = 8. 

These results suggest that the heat transfer characteristics of 
the second plate should not be too sensitive to the shape of the 
leading edge of the second plate for moderate plate spacings. 
They also suggest that a transition in the heat transfer rate on 
a blunt first plate should be observed near Re, = 325 due to 
the onset of unsteady flow in the separated shear layer. 

The objectives of the work reported here were to identify 
the magnitude of the effect of each of these flow modules on 
heat transfer and to try to characterize heat transfer per
formance in terms of flow phenomena. 

The average heat transfer coefficients for single and 
multiple plates placed in a low turbulence wind tunnel were 
determined from steady-state measurements. The test plates 
were formed by sandwiching two 0.025-mm thick, 0.5-cm 
wide, 30.5-cm long resistance heating strips between two 0.16-
cm thick aluminum plates. The ends of the stainless steel 
heating strips were soldered to two brass bus plates and in
sulated from the aluminum plates with thin sheets of paper. A 
sketch showing the arrangement of the parts of a heated plate 
is presented in Fig. 1. Copper-constantan thermocouple 
junctions were soldered to one of the aluminum plates along 
the centerline at five spanwise locations and the leads were 
nested between the two heating strips. The 0.23-mm dia 
Teflon insulation around the 0.08-mm thermocouple wire 
established the separation distance between the aluminum 
plates. The entire assembly was then epoxied together to form 
a plate 0.33-cm thick and 2.44-cm long in the flow direction. 
The 30.5-cm long heated section of the plate spanned the wind 
tunnel test section. The brass buses extended through slots cut 
in the test section sides and supported the plate. The leading 
edges of the two plate assemblies constructed were initially 
blunt with sharp corners. The leading edge shape was changed 
during the course of the experimental program to alter the 
separation characteristics. These changes are detailed in the 
next section. 

The experiments were performed in a low-speed, open-
return wind tunnel. Air is drawn into a 30.5-cm square cross 
section test section through three turbulence reducing screens 
and a 9:1 contraction nozzle. The mean velocity is uniform 
over the center 90 percent of the test section and the tur
bulence intensity is less than 0.3 percent over the range of 
velocities used in these tests. Slots have been milled in the 
sidewalls of the Plexiglas test section to support the test 
plates. The slots are sealed, after the plates are positioned, to 
prevent leakage of air into the test section. 

The mean air velocity was determined by measuring the 
eddy-shedding frequency of small diameter cylinders which 
spanned the test section and converting this frequency to 
velocity using the relationship obtained by Roshko [10]. This 
technique was supplemented by pitot tube readings at the 
higher velocities. A hot-wire anemometer probe was used to 
explore the flow around the plates to identify changes in flow 
regimes such as transition from steady to unsteady flow. 

The plate geometry and wind tunnel velocity were set at the 
beginning of a test run and the electrical power to the test 
plates was adjusted so that the temperature of each plate was 
about 6°C above the air temperature. The measured spanwise 
plate temperature variation was always less than 1/4°C, and 
the calculated streamwise plate temperature variation was 
similarly small so that each plate surface approximated a 
constant temperature boundary. An average heat transfer 
coefficient was calculated for each plate from the measured 
data using the total power dissipation, the total plate surface 
area, and the difference between the plate center temperature 
and upstream air temperature. 

b = 
cP = 

/ = 
h = 

j = 

r = 

wake width 
specific heat 
friction factor 
average heat transfer 
coefficient 
Colburn factor 
[h/pCpU]Frln 

(t/L)ref 
jj—rrrrr-

L 

Pr 

Re, 

S 

= plate length in streamwise 
direction 

= Prandtl number 

Ut 
= Reynolds number, — 

V 

= spacing between plates in 

t = plate thickness 
(t/L)mf = 7.4 

U = free stream velocity 
p = density 

Subscripts 
I = upstream plate 

(t/L) streamwise direction II = downstream plate 
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Fig. 2 Heat transfer from single plates, Lit = 7.4. Theory: 
Pohlhausen (12), Dennis and Smith (13). Experiment: • square 
leading edge, A semicircular leading edge, o semi-elliptic leading 
edge. 
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Fig. 4 Heat transfer from single plates with blunt leading edge, a 
Present work f = .33 cm, L/t = 7.4; A Cur and Sparrow [6] f = .20 cm, 
Lit = 12.5; o Adarkarand Kays[1]f = .30cm,L/t = 16.7. 
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Fig. 3 Effect of leading edge shape on heat transfer rate for single 
plate, L/t = 7.4 

Most of the data are correlated in terms of a Colburn j 
factor and a Reynolds number. Uncertainties in the primary 
measurements indicate that the Reynolds number uncertainty 
is ± 2 percent, the uncertainty in the Colburn factor for the 
first plate, j l , is ± 4 percent, and for the second plate, j u , is ± 
7 percent. The second plate is normally bathed in the heated 
wake of the first plate. As a consequence the heat transfer rate 
on the second plate depends on the temperature of the first 
plate. Part of the uncertainty in j n reflects the influence of 
possible variations from the nominal condition of matched 
plate surface temperatures. Several tests at the lowest 
Reynolds number were duplicated with an 11°C temperature 
difference between plate and air. The results confirmed the 
predictions based on the work of Gilpin, Imura, and Cheng 
[11] that natural convection effects were insignificant. It is 
estimated that radiation may account for a maximum of 5 
percent of the heat loss at the lowest Reynolds numbers. 

Results and Discussion 

Single Plates. An initial set of experiments was performed 
on a single isolated plate to explore the effects of leading edge 
separation. The plate geometry, L/t = 7.4, was chosen to 
reveal both the inhibiting and enhancing characteristics of 
leading edge separation and at the same time to be 
representative of heat exchanger geometries. The results of 
these experiments are summarized in Fig. 2. The solid line is 
the prediction of Pohlhausen [12] based on boundary layer 
theory, and the broken line is due to Dennis and Smith [13], 
who considered also the effects of streamwise temperature 
and velocity gradients. Both of these theories are for infinitely 
thin plates with one characteristic length, and they are plotted 
here mainly for reference purposes. They are presented with 
Re, as the independent variable (obtained by multiplying ReL 
by t/L for the test plate), because features which depend on 

leading edge separation should scale with plate thickness. In 
general, the experimental results closely follow the predictions 
of Dennis and Smith provided that leading edge separation is 
avoided. The data for the plate with a square leading edge fall 
below the broken line for 100 < Re, < 650. Lane and 
Loehrke found that a leading edge bubble first forms at Re, 
= 100 and grows in size with increasing Reynolds number 
until the separated shear layer becomes unsteady. In these 
experiments the onset of unsteady flow along the side of the 
plate was first detected with a hot wire probe at Re, = 300. At 
this point the separation bubble should cover much of the 
plate surface and indeed the measured heat transfer 
inhibition, relative to the broken line, is near a maximum. 
Further increases in Reynolds number increase the magnitude 
of the measured velocity oscillations and random, turbulent 
velocity spikes appear at about Re, = 650. The apparent 
transition as indicated by the heat transfer data for this plate 
occurs near Re, = 400. 

The shape of the leading edge of this squared plate was 
subsequently changed and further heat transfer data ob
tained. These data indicate that the size of the separation 
bubble is greatly reduced with a semicircular leading edge but 
that "early" transition is still induced. The flow over a plate 
with a 2:1 semielliptic leading edge was steady over the entire 
Reynolds number range investigated. This latter con
figuration was employed in subsequent tests and will be 
referred to as a rounded leading edge. It will be contrasted 
with the square leading edge configuration which will be 
referred to as a blunt leading edge. The effect of leading edge 
separation on a single plate is summarized in Fig. 3, where the 
ratio of the average heat transfer coefficient for a plate with a 
blunt leading edge to that for a plate with a rounded leading 
edge is plotted versus Reynolds number. The ratio falls to 0.8 
at Re, = 300 for this plate and then rises dramatically at 
higher Reynolds numbers. The dip should be less pronounced 
for plates of larger L/t and the enhancement may be greater. 

The results for the plate with a blunt leading edge are 
compared in Fig. 4 to those obtained by other investigators 
for plates with similar leading edges. The heat transfer data 
are compared relative to their position with respect to the 
Pohlhausen prediction through the use of the variable,/ + . The 
work of Dennis and Smith [13] suggests that the boundary 
layer approximation will be noticeable at the lower Reynolds 
numbers and that the scaling used in j + should be altered 
accordingly. The simpler, analytic scaling was chosen, 
however, since the thin plate theory is only an approximation 
for these plates of finite thickness. The data in Fig. 4 were 
chosen to represent a range of plate thickness, plate length 
and L/t. They are typical of other data available in that they 
display a characteristic transition in heat transfer behavior at 
a Reynolds number based on plate thickness of about 400. 

Multiple Plates. In these two-plate experiments the 
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Fig. 5 Heat transfer from second plate, S/t = 0.3. Leading edge 
shape: o I round-II blunt, A I round-II round, D I blunt — II blunt, 
0 I blunt- I I round. Solid line is the Pohlhausen prediction for the 
upstream plate. 
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Fig. 7 Heat transfer from second plate, S/t = 24.2. Leading edge 
shape: o I blunt- I I round, • I blunt- I I blunt. Solid line is the 
Pohlhausen prediction for the upstream plate. 
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Fig. 6 Heat transfer from second plate. Open symbols -S/t = 3.0, 
closed symbols -S/t = 4.8. Leading edge shape: o I round-II blunt, 
D I blunt- I I blunt. Solid line is the Pohlhausen prediction for the 
upstream plate. 
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Fig. 8 Heat transfer from second plate. Present work t = .33 cm, S/t 
= 12.1. a I blunt- I I round, a I blunt- I I blunt; Adarkar and Kays [1] A 
blunt plates, t = .51 cm, S/t = 10.0, 0 thin plates, t m a x = .15 cm, 
S/'max = 16.7; Cur and Sparrow [6] o t = .20 cm S/t = 12.5. Solid line 
is the Pohlhausen prediction for the upstream plate. 

average heat transfer coefficients on the upstream and 
downstream plates were measured for various Reynolds 
numbers, plate spacings, and leading edge configurations. 
The heat transfer coefficient for the upstream plate at small 
plate spacings was somewhat lower than that for an isolated 
plate but aside from that no difference was detected so the 
focus of this presentation will be on the second plate. At the 
smallest spacing (S/t = 0.3) the geometric variable of primary 
importance is the leading edge shape of the upstream plate. 
This is illustrated in Fig. 5. The solid line is the Pohlhausen 
prediction for the upstream plate, which is included in this 
and the following three figures for reference. The flow around 
the plates is everywhere steady at the two lowest values of 
Reynolds number. It is also steady at the two highest values of 
Reynolds number if the leading edge of the upstream plate is 
round. If the leading edge of the upstream plate is blunt, 
however, the turbulence induced by leading edge separation at 
the higher two values of Reynolds number increases the heat 
transfer coefficient on the downstream plate. 

As the spacing between the plates is increased the flow 
between the plates may become unsteady due to the instability 
of the first plate wake. The point at which this instability 
starts depends on the Reynolds number and plate spacing 
scaled using the wake width as a characteristic dimension 
[2,7]. For these relatively short plates, Lit = 7.4, the wake 
width is mainly determined by the plate thickness and to a 
lesser extent by the plate length and leading edge con
figuration. Evidence that the between-plate mixing dominates 
the enhancement of heat transfer on the second plate can be 
seen in Fig. 6. The heat transfer rate on the second plate at the 
higher Reynolds numbers for 5 / / = 3.0 is high regardless of 
the leading edge configuration. As the spacing is increased to 
S/t = 4.8 the amount of mixing which can be accomplished at 
a given Reynolds number before the wake hits the second 
plate increases and thus so does the heat transfer coefficient. 
The flow between the plates is always steady for Re, = 80 so 
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Fig. 9 Ratio of heat transfer rate from second plate to that from first 
plate. Open symbols-Re, = 80, closed symbols-Re, = 560. Leading 
edge shape: o I blunt- I I round, a I round-II blunt, a I round-II 
round, a I blunt- I I blunt. 

that the increase in j u with increased spacing noted at this 
Reynolds number must be due to molecular diffusion. 

A systematic effect of the leading edge configuration of the 
second plate was observed for S/t > 12. The heat transfer is 
enhanced at the higher Reynolds number if the leading edge is 
blunt as is shown in Fig. 7 for S/t = 24. The cause of this 
enhancement has not been identified but it may be due to the 
generation of new turbulence in an unsteady leading edge 
separation bubble on the second plate. 

Experimental results of different investigators for second 
plate heat transfer are compared relative to the first plate 
Pohlhausen prediction in Fig. 8. The data for geometrically 
similar plates all show a modest transition from heat transfer 
coefficients slightly below those of the first plate at low 
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Fig. 10 Ratio of heat transfer rate from second plate to that from first 
plate. Both leading edges round. Re, = o 770, • 560, A 220, 0 80. 

short plate interruptions. Second, the onset of unsteady flow 
would signal the end of the domain of applicability of the 
performance predictions based on steady flow theory. This 
limitation of the boundary layer approximation of Sparrow 
Baliga, and Patankar [14] to the two-dimensional flow over 
an array of plates was pointed out by Shah [15] in his 
discussion of that paper. It also applies to the more recent 
calculations of Sparrow and Liu [16] and Patankar and 
Prakash [17]. Sparrow, Baliga and Patankar [18], in their 
closure following Shah's discussion, refer to the work of 
Loehrke, Roadman, and Read [2] as an example of what to 
expect with regard to unsteady flow in plate arrays. The 
present paper is a more comprehensive version of that earlier 
report. A logical next step for research applied to interrupted 
surface exchangers would be a combined analytical 
(numerical) and experimental attack on the transitional flow 
in two-dimensional arrays. Additional work is also required 
to assess the influence of three-dimensionality on the basic 
phenomena in certain offset-strip fin and perforated-plate 
heat exchangers. 

Reynolds number to slightly above at high Reynolds number. 
A much more dramatic transition is evident in the results 
obtained by Adarkar and Kays for "thin plates." Two factors 
tend to accentuate the transition for these plates. First, they 
are closer together in terms of S/L than the other plates in this 
figure. This results in a lower level of heat transfer on the 
second plate in the steady, laminar, pretransition regime. 
Second, the plate section is not rectangular. Both the leading 
and trailing edges of these plates were tapered to minimize 
separation. The contribution of the wake instability 
mechanism to enhancement of second plate heat transfer is 
most evident when other mechanisms are suppressed. 

The ratio ofjn/ji as a function of plate spacing is presented 
in Fig. 9 along with the prediction of Adarkar and Kays based 
on thin-plate boundary-layer theory. The combinations of 
leading edge configurations shown represent the maximum 
spread in the data for each of the two Reynolds numbers 
chosen. At Re, = 80 the heat transfer coefficient for the 
second plate is always less than that for the first plate. This is 
not the case at the higher Reynolds numbers. At Re, = 560, 
for example, this ratio is greater than one at the smallest 
spacing for a blunt upstream plate because part of that plate is 
insulated by a separation bubble and part by the nose of the 
second plate while the second plate is bathed by "turbulent" 
flow generated in the separated shear layer. As the plate 
spacing is increased the first plate heat transfer rate increases 
and the ratio jn/j\ drops below one. The flow instability 
which begins at about S/t = 3.0 at this Reynolds number 
causes the ratio to increase again to well above unity with 
further increases in spacing. When both the first and second 
plate leading edges are rounded the heat transfer coefficient 
ratio approaches, but does not exceed, unity as the plate 
spacing is increased for the two Reynolds numbers shown. 

The action of the wake instability mechanism can be 
isolated by concentrating on the ratio of j\\/j\ for a pair of 
plates with round leading edges. The data plotted in Fig. 10 
clearly show the effect of mixing between the two plates for 
Re, > 80. The separation distance required to accomplish the 
bulk of this mixing decreases with increasing Reynolds 
number. Little additional increase in the ratio of heat transfer 
coefficients is realized for spacing larger than S/t = 5. 

The measured heat transfer rate from the second plate 
deviated significantly from the predictions based on steady-
flow boundary-layer theory over a wide Reynolds number 
range even at relatively small plate separation distances. The 
implication of this result to heat exchangers is twofold. First, 
it implies that augmentation may be achieved through a wake 
instability mechanism even at low Reynolds numbers with 

Conclusions 

The results of the experiments described here and the data 
from other referenced investigations support the following 
conclusions: 

1 The average heat transfer coefficient for a single plate 
with a blunt leading edge depends on both the plate length and 
plate thickness. For a moderate range of variables around Lit 
= 10 the data can be fairly well correlated by plotting j 4TJt 
versus Re,. 

2 The heat transfer rate on a single blunt plate may be 
inhibited compared to that on a single rounded plate for Re, 
< 600 due to the insulating effect of a leading edge separation 
bubble. At higher Reynolds number the heat transfer rate is 
enhanced due to turbulence generated in the separated, 
leading edge shear layer. 

3 The influence of the turbulence generated in the 
separation bubble on the blunt upstream plate may be 
detected on the downstream plate, for small plate spacing, as 
an enhancement of the second plate heat transfer rate com
pared to that for a rounded upstream plate. 

4 The enhancement of the second plate heat transfer rate 
due to the mixing associated with the unstable wake of the 
first plate overshadows the effect of the first plate leading 
edge shape for S/t > 3. The second plate heat transfer 
coefficient may approach or even exceed that of the first plate 
due to this mixing. Little additional improvement is realized 
for spacings greater than S/t = 5 and, in fact, for some 
configurations a shallow maximum mjll/j[ is observed at this 
spacing. Although the wake flow cannot be completely 
described by the plate thickness alone, the domain of im
portance of this effect is roughly S/t > 3 and Re, > 200. 

5 The shape of the leading edge of the downstream plate is 
important only for S/t > 12 and high Reynolds number. The 
heat transfer rate is higher for a blunt second plate than for a 
round second plate for Re, > 560. 
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Particulate Fouling on the Gas-
Side of Finned Tube Heat 
Exchangers 
A 0.3-m (12-in.) square vertical wind tunnel has been built to provide airflows in 
the range 2.4-5.8 mis (490-1140 fpm) for fouling studies. Precipitated calcium 
carbonate dust can be fed into the airstream (which may be heated) prior to a heat 
exchanger model. The paper reports results on a four-row, four-pass spiral wound 
finned tube heat exchanger. Fouling tests have been carried out primarily near the 
extremes of surface heat flux available (1000 Wlm2 to —700 W/m2). The results 
have been analyzed by the general method of Kays and London to give an effective 
nondimensional airside heat transfer parameter (StPr213) and a friction factor. 
Tests have covered the Reynolds number range from 1350 to 3800. Normalization 
of fouling data to fixed Reynolds numbers has given friction factor curves which 
increase to an asymptotic level between 1.4 and 2.5 times the initial value, whilst 
StPr213 values tend to fall by only 10-20 percent during the same time. 

Introduction 

Gas-side fouling of extended surface heat exchangers has 
received very little attention. One reason for this is the wide 
range of potential foulants on the gas-side, depending upon 
location and use. Other factors include the mainly un
controlled nature of the air stream and the wide variety of 
different finned tube designs. In general, the design of the 
heat exchanger is unlikely to take into account the effect of a 
growing dirt layer in the thermal design or in the estimation of 
power consumption, either because it is assumed that the dirt 
layer is unimportant or, more likely, because there is no 
reliable information available. At best, a fouling factor 
(which is independent of time) may be used. The effects on 
thermal efficiency of dirt on the heat transfer surface are 
probably only of the same order of magnitude as the limits of 
the accuracy of the thermal design itself, so that in times of 
cheap energy, the increased power consumption required to 
move the gas through the heat exchanger could be tolerated. 
However, with severe increases in fuel costs, increased 
pressure drop across the finned tubes assumes much greater 
importance. Reductions in airflow brought about by the 
increased pressure drop, could, of course, lead to additional 
and unacceptable reductions in thermal efficiency. Rose [1] 
states that a dirt layer of only 1.27 X 10~4m thickness over 
the fins of a typical bundle will increase the pressure drop by 
20 percent for a given airflow rate. 

Finned tube heat exchangers are used for both heating and 
cooling duties. The work described in this paper is applicable 
to both regimes. Extended surface heat exchangers are being 
used increasingly for cooling process streams. The arguments 
favouring air cooling compared with conventional water 
cooling of such streams are well known, and may be sum
marized: 

1 The development of low cost finned tubes 
2 Shortage of water, poor water quality, and increased 

water cost (including treatment costs) 
3 Environmental problems with the use of water from 

natural sources, such as rivers and streams 

However, the cost advantage of using air coolers depends 
upon an optimization of the design taking into account 
thermal duty, capital cost, and operating cost [2]. The annual 

Contributed by the Heat Transfer Division and presented at the 20th 
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August 2-5, 1981. Manuscript received by the Heat Transfer Division, October 
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operating costs are considerably influenced by the power 
consumption. For a given heat transfer requirement, the 
extremes of choice are a relatively cheap cooler with a high 
fan motor requirement or a more expensive, aerodynamically 
designed cooler with lower power consumption. Any one of a 
number of factors may result in the benefits of economic 
design not being realized, including air recirculation, the 
effects of manufacturing tolerances on finned tubes and fan 
motors, and the presence of dirt on the air side of the ex
changers. The origin of the dirt may be either particulate 
matter carried forward in the air stream or as a result of 
corrosion. Dust particles in the atmosphere account for a 
large proportion of the difficulties due to fouling. The 
problem may be further aggravated by the presence of water 
liquid—say from rain—which can bind dust particles into a 
hard matrix. Air coolers on steel works where the atmosphere 
is very dusty are prone to this problem. Oil coolers on diesel 
train units tend to become blocked due to the presence of dust 
emanating from brake linings combined with the effects of 
temperature and the presence of moisture and oil mist. Units 
in coastal areas have been found to be fouled with salt from 
sea spray. Corrosion may be a direct result of corrosive agents 
contained in the airstream or may be due to leakage of the 
process stream into the air space. In some instances of poor 
performance, water containing dissolved solids is sprayed on 
to the finned tubes in order to remove additional heat as latent 
heat of vapourization. Under these evaporative conditions, 
solid residues appear on the fins and tubes. 

Aluminum fins are popular but their use on chemical works 
has given rise to drastic reductions in air flow and consequent 
inefficiencies due to the combined effects of fouling and 
corrosion. The actual reduction in airflow depends not only 
on the length of time during which fouling and corrosion 
occur, but also on the shape of the fan curve and the normal 
operating point on that curve. 

Conditions where heat exchangers are used for heating 
purposes are often more severe than those experienced in 
cooling. The gas stream is frequently more dirty than cooling 
air. The "dir t" may be the products of combustion (including 
the results of incomplete combustion) and as such, may 
contain hydrocarbons, ash, sulphurous compounds, etc. 
Often the gas is also corrosive as well as containing particulate 
matter. Other types of "dirt" arise when the gas stream is the 
exhaust from a manufacturing process, where the range of 
contaminants is almost unlimited. One of the hazards when 
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using heat exchangers in the heating mode is that the gas 
stream itself is being cooled, potentially giving rise to con
densation. 

Fouling of unfinned boiler tubes has been studied by 
several workers. Profos and Sharan [3] examined the effect of 
the geometrical arrangement of tubes on fouling using a 
model wind tunnel. Their foulant was gypsum and water. In 
Russia, Kuznetsov [4] sought to reduce the overall operating 
costs of steam boilers by selecting optimum gas velocities and 
tube arrangements, whilst Petrov [5] carried out fouling tests 
on air heaters using coal ash. Leont'ev and Tsalko [6] 
analyzed the thermal resistance of deposits and the heat flux 
under conditions of nonisothermal gas flow and obtained 
results consistent with their experimental data. 

The previously mentioned increases in fuel costs are making 
heat recovery from exhaust gas streams more attractive 
financially. The limiting factor in deciding to install waste 
heat recovery equipment is frequently the problem of heat 
exchanger fouling. Extended surface heat exchangers are 
normally required for waste heat recovery, and there are 
various empirical criteria for the types of finning and tube 
geometries which are acceptable for use in different types of 
gas stream. Csathy [7] has given some recommendations for 
these criteria. The bonding of ash deposits on to boiler 
economizer tubes was studied by Rylands and Jenkinson in 
1944 [8], and they offered practical suggestions for 
minimizing bonded scale formation. More recently, 
Silvestrini [9] has conducted tests on plain and serrated fin 
models in diesel exhaust next to an existing waste heat 
recovery unit. He concluded, from measuring the thickness of 
foulant at various positions, that there was no significant 
difference between plain and serrated fins, but that blockage 
and flow area reduction were worse with more closely spaced 
fins. 

Despite the longstanding problems of gas-side fouling of 
extended surface heat exchangers, there has been remarkably 
little systematic study of the phenomenon. 

Based on the survey carried out by Thackery [10], it is likely 
that gas-side fouling of extended surface heat exchangers 
costs, in the United Kingdom, in the region of 120 million 
dollars per annum. A major proportion of this cost will be 
associated with increased fan energy. For this reason alone, 
quite apart from considerations of improved design 
techniques, it is important that quantitative data on the ef-
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Fig. 1 Diagram of fouling wind tunnel 

fects of fouling on finned tube bundles is obtained and made 
widely available. 

Experimental Procedure 

A 0.3-m (12-in.) square vertical wind tunnel has been built 
to provide airflows in the range 2.4-5.8 m/s (490-1140 fpm). 
The temperature of the airstream can be thermostatically 
controlled between ambient and 50°C, and dust can be in
jected into the airstream by means of a screw-feed injector. In 
the present work, precipitated calcium carbonate nominally in 
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Table 1 Characteristics of spiral wound finned tube

Table 2 Test details

Test Air Air Dust Dust Heat
No velocity Reynolds injection concentration flux

number rate
m/s g/min g/m 3 W/m 2

12 3.7 2150 21 1.02 -705
14 3.2 1900 21 1.18 -680
15 2.5 1500 21 1.50 -600
16 5.8 3500 21 0.65 -705
19 2.5 1500 3.7 0.26 - 590
20 5.6 3300 3.7 0.12 -715
23 4.3 2800 21 0.87 980
24 4.8 3200 21 0.78 IOlD
25 3.4 2250 21 1.11 875
26 3.4 2400 21 1.11 940
27 2.6 1800 21 1.45 890
29 2.3 1350 21 1.64 - 530
30 2.4 1650 21 1.57 -180
31 2.5 3800 21 0.68 -240

layer (averaging 0.017-mm thick) of a liquid normally used
for coating air filters has been applied to the heat exchanger
fins before fouling. The use of a bonding agent has been
found by Cowell and Cross [12] to correlate with field ex
perience. They found that alternately injecting dust and an oil
spray provided a foulant layer very similar to that obtained on
engine coolers. In the present work, an initial surface coating
to provide a 100 percent capture probability for the impinging
dry particles has produced a foulant build up which is very
similar to that observed on process plant heat exchangers. The
presence of the bonding agent has the added advantage of
stabilizing the foulant layer for subsequent measurements
under conditions of varying Reynolds number.

Tests have been carried out primarily near the extremes of
surface heat flux available, namely a heated airstream (45°C)
with cold water (5°C), and an ambient temperature airstreaiO
with hot water (75°C). The test details are given in Table 2.

0.0254m (l.Oin.)
0.057m (2.25 in.)
4.064 x 10 -4 m (0.016 in.)
410 fins per meter (10.5 fins/in.)
steel
aluminum
mechanically peened into a spiral groove in
the tube

Tube outside diameter
Fin outside diameter
Fin thickness
Fin density
Tube material
Fin material
Fin bonding

Results and Analysis

The results have been analyzed using the basic method of
Kays and London [13, 14] to give values of StPr2/3 and
friction factor, f, versus time (for fouling tests), or Reynolds
number (for performance tests). The airside Reynolds number
for finned tube heat exchangers is based on a linear dimension
(hydraulic diameter, 4rh) which is conventionally defined as

4A cL
4rh=~

For the four-row sample in question, 4rh = 5.585 x 1O-3m
in the clean condition. Pending the results of ongoing work to
define the geometry of a growing layer of foulant, and
recognizing from visual observation that the majority of the
deposition occurs on the front and rear faces of the heat
exchanger, a constant value of hydraulic diameter has been
assumed throughout the tests.

Because of the known difficulty of accurately measuring
the air temperature downstream of a heat exchanger, great
care was taken with the waterside instrumentation for flows
and temperatures, and particularly with (Two - T wi ) which
was measured with a double differential thermocouple to :I:

0.04°C.
Water flows and properties were calculated at the measured

Fig. 2 Photograph 01 finned lube

the size range 3-30JLm has been used. This material was
chosen because of its ready availability and its basic safety. In
particular, it poses neither health nor explosion hazards. Heat
exchanger models 0.3-m (l2-in.) square are fitted into the
wind tunnel and may be fed with water on the primary side.
The water stream may be either cold main's water, or hot
water (up to 80°C) from a thermostatically controlled
reservoir. The tunnel is shown diagramatically in Fig. 1.

One of the possibilities when running the rig with cold
main's water is that condensation could occur if the surface
temperature of the extended heat transfer surface is at a
temperature below the dew point. This is unlikely to occur at
the air flow rates involved unless the air passing through the
heat exchanger is also cooled to a temperature near to the dew
point. Even when inlet air temperatures up to 50°C have been
used, no additional moisture has been added to the at
mospheric humidity, so that condensation in the heat ex
changer has not been likely. Future tests are planned to cover
the condensation regime.

Instrumentation has been installed to measure airflows and
associated temperatures and pressures, and also water flow
and its associated temperatures. Fouling tests are carried out
under predetermined conditions of surface heat flux (by
setting air and water temperatures) and air velocity. Ob
servations are made of the heat exchanger performance versus
time. Periodically fouling (i.e., dust injection) is stopped
whilst full performance data are obtained over the available
range of air velocities. Because of concern that this procedure
might affect the continuity of fouling, tests were carried out
and have shown that there is no effect under the experimental
conditions used.

The results reported in this paper have been obtained on a
finned tube heat exchanger having the characteristics given in
Table 1. The finned tubes have spiral wound (or plain helical
circular) fins; Fig. 2 shows one of these tubes. The heat ex
changer configuration used was four-row, four-pass, with 4V2
tubes per row and with the tubes set on a staggered triangular
pitch.

Apart from two tests, a constant dust injection rate of 21
g/min has been used. This gives dust concentrations of
0.65-1.5 g/m3 , which is equivalent to desert dust storm
concentrations [11]. The justification for using tests ac
celerated to this degree was provided by two tests with a dust
injection rate of 3.7 g/min. The rate of build-up of fouling (as
measured by the friction factor-see later) was observed to be
five times slower for this five-fold reduction of dust con
centration whilst still approachingthesame asymptotic level.

In order to simulate service conditions where th~ en
vironmental dust is unlikely to be either clean or dry, a thin
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Fig. 3 Performance test—clean heat exchanger (Test No. 13) 

temperatures. Airflow and properties were also calculated at 
the measured temperatures, taking account of moisture 
content but not the presence of dust (which constituted a 
maximum of 0.15 percent by weight of the throughput on the 
airside). 

Using the waterside measurements, the actual quantity of 
heat transferred was calculated, and was used, together with 
the measured air inlet temperature, Tai, to calculate the air 
outlet temperature, Tao. 

NTU and the overall heat transfer coefficient, U, are 
calculated from 

NTU = In 

-T 

T - + T 
* Wl ' ± WO rp 

u= 
NTU xG pacp 

(1) 

(2) 

Using the hydraulic radius, rh, an approximate Stanton 
number, Stapp can be calculated: 

Sta 
NTU 

xr„ (3) 

has The turbulent water side heat transfer coefficient, h„ 
been calculated from the formula 

NUlv = 0.027 (Relv)°-8(Pr,l,)
0-33 (4) 

This formula is the Sieder and Tate [15] version of the 
Dittus-Boelter equation for viscous liquids, but neglecting the 
final term (/x//xiv)

014 which is close to unity for water inside 
air cooled extended surface tubes. The coefficients used are 
those given by Wong [16] and by Coulson and Richardson 
[17]. No allowance has been made for the effects of tube 
surface roughness on the waterside since, for the type of heat 
exchanger considered, the waterside heat transfer coefficient 
is greater than 4000, whereas the corresponding coefficient on 
the air side is less than 80. As the total heat transfer resistance 
is calculated by adding reciprocal film coefficients even an 
error of 20 percent in the waterside coefficient results in less 
than 0.5 percent error in the airside coefficient. 
An approximate airside heat transfer coefficient is obtained 
from 

^ a p p ~~ ^ t a p p X pa UCQXtCp 

and used to compute fin efficiency 

tanh 4>l 
Vf'-

where 

>PP 

tf J 

(5) 

(6) 

2h T
 Vl 

a. 4 

1 1 1 r 

f = cRe" 

-Mean value 

n 

-020 
J I ' • I • 

-0-24 -0-28 - 0 3 2 -0-36 - 0 4 0 -0-44 -0-48 
Value of m 

i. 

n r 

S t P r ^ c ' R e ' ' 

- l — ; 1 1 r 
— Mean value 

0 
-0-39 

a r ^ J i i i_ 
-0-43 -047 -0-51 -055 -0-59 -063 -067 

Value of m' 
Fig. 4 Values of exponents m and m' 

(Strictly, a more complex expression including Bessel func
tions should be applied for annular disk fins. However, with 
fin efficiencies in excess of 0.9, as in this case, the differences 
are not significant). 

Surface effectiveness, r)s, is deduced from 

Ad+Aft)f 

"* = ^ 4 

The effect of a thin uniform fouling deposit over the entire 
secondary surface has been considered by Epstein and Sandhu 
[18]. Their analysis is not directly applicable to the present 
study, where fouling deposits are neither thin nor uniform, 
but provides a valuable pointer for future consideration. At 
present, in order to simplify the initial analysis, it has been 
assumed that the fouling layer modifies the airside heat 
transfer coefficient, which is obtained from 

1 

[ i _ ^ L _ ± (LX\ 
VslU Awh„ Ad\k,)\ 

This value of ha is used to recalculate the fin efficiency in an 
iterative loop. In general, only two iterations have been 
required to calculate ha to within 1 percent. 

From the value of ha, the standard nondimensional heat 
transfer grouping (StPr2/3) is obtained for plotting against the 
airside Reynolds number, Re0. 

The friction factor, / , is likewise calculated according to 
Kays and London [14]. 

/ v,„L L 
AffC OreX2 

G2 x ycor£ e-)] 
where 

T +T 
A Wl > J W 

V' / \ •* aiPai "•" -» aoPao ) 

(Tao-Tai\l 

\ NTU ) \ 

(7) 

(8) 
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Table 3 Calculated constants for friction factor curve 
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Fig. 5 Fouling Test No. 24 

For the heat exchanger in its clean condition the per
formance and friction factor variation with Reynolds number 
is shown in Fig. 3 on a log-log plot. The straight line 
relationship conforms to the results of Kays and London [13]. 

A total of thirty such performance tests have been carried 
out before, during and after the fouling tests. Surprisingly, all 
of these performance tests have produced straight line log-log 
plots of similar slope, but vertically displaced from each 
other. These straight lines imply that the proportionate 
change in either StPr2/3 or friction factor due to fouling, is 
independent of the Reynolds number. The relationships are 
thus in the form 

/ = cRem and StPr2/3 = c' Re'"' 

Values of m, c, m', and c' have been computed for each 
performance test, to give the best straight line fit. The values 
of c and c ' depend on sample history, but the values of m and 
m' are history independent. Figure 4 shows the range of 
variation of m and m'. The mean values are: 

and 
m = - 0.381 (standard deviation 0.052) 

m' = - 0.569 (standard deviation 0.052) 

Fouling tests have lasted for up to 120 hrs although they 
have more typically been of the order of 30 hrs. It is im
practical to maintain the air velocity and Reynolds number 
completely constant throughout this length of time, and 
variations of up to 10 percent have occurred. Fortunately, the 
constant slope of both the friction factor and the heat transfer 
versus Reynolds number curves permits a ready standardizing 
procedure for each point. For this purpose each experimental 
point has been normalized to a Reynolds number (Renorm) 
chosen by inspection of the data. The normalizing has used 
the relationships: 

/ n o r m J 
A * ^ n o r m 

L Re J 
and 

[ S t P r ^ ] n o r m = S t P r ^ [ ^ | ^ . ] 

Figure 5 shows the variation of/norm and (StPr2/3)norm with 
time for test number 24. The friction factor shows a steady 
increase with time, and there is little scatter on these points. 

Test 
No 

12 
14 
15 
16 
19 
20 
23 
24 
25 
26 
27 
29 
30 
31 

40 

a 
(asymptotic 

value) 

2.30 
2.48 
1.91 
1.66 
2.05 
2.13 
2.44 
1.72 
2.11 
1.43 
1.66 
1.47 
2.36 
1.39 

1 1 

0 , 
x 103 

1.45 
1.95 
3.35 
1.90 
0.91 
0.14 
3.63 
1.92 
1.89 
6.41 
6.85 
2.05 
0.39 
1.02 

l 1 

P 
mms 

273 
212 
137 
425 
550 

3780 
117 
567 
212 
106 
68 

730 
1290 
575 

i 1 

Initial fouling 
rate 

ff/o increase/min. 

0.13 
0.25 
0.14 
0.16 
0.044 
0.012 
0.26 
0.24 
0.16 
0.16 
0.19 
0.20 
0.064 
0.036 

1 i j 
H 

+ Dust injection 21 g. min"1 

o Dust injection 3-7g. min 

J L 
0 200 400 600 800 1000 1200 1400 1600 

Fouling t ime, minutes 

Fig. 6 Effective fan power for 10 ft x 10 ft heat exchanger 

Heat transfer measurements on the other hand are 
notoriously prone to scatter, particularly where they are made 
over periods of days or weeks (as in this case). The ob
servation of many thousands of points has led to the con
clusion that StPr2/3 tends to fall by 10-20 percent during the 
course of a test, as shown by the line in Fig. 5. 

The increase in friction factor with time has been fitted to 
an exponential form of curve. For this purpose, in order to 
make all the tests comparable, the friction factors have all 
been normalized to constant Reynolds number (as above) and 
then expressed in terms of fb, the normalized value at time 6 
= 0. A relationship of the form 

f_ 
h 

•c\\ -e - 0 < 0 + P ) I 

has been assumed and the growth parts of the curves have 
been fitted to this equation to generate the values of the 
constants a, /3, and p . 

The values of these constants are given in Table 3. It might 
be expected that the shape of the friction factor curve 
(represented by /3) and the asymptotic friction factor 
(represented by a) would exhibit a monotonic correlation with 
air velocity; this does not seem to be the case based on present 
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evidence. A similar dependence on heat flux might also be 
expected but this, too, is not apparent from the data. 

Initial fouling rates (measured as a percentage increase mfb 

per minute) have been measured for each test. These values 
are also given in Table 3, but again do not give simple 
correlations with the independent variables used. 

The rate of deposit buildup is usually described as a 
combination of deposition and removal rates. Due to 
changing flow area and pattern as the foulant layer grows, 
these rates will vary with time. 

The development and effect of gas-side fouling is clearly 
complex, and probably involves interactions among several 
variables. Work on other heat exchanger geometries and on 
further variables is in hand with a view to establishing the 
various relationships. 

When the results are translated into process plant terms, 
they mean that the fan power consumed increases sub
stantially (in line with the increase in friction factor) as 
fouling proceeds. The impact of this is clearly seen in Fig. 6 
where the data presented in this paper have been extrapolated 
to a 10-ft square heat exchanger. At an air velocity of 3.7 m/s, 
the fan power increases by 6 kW (from 6 kW to 12 kW) before 
reaching an asymptotic level. For such a heat exchanger in 
continuous service this represents an increased electricity 
charge of about 3600 dollars per annum based on a unit 
charge of 7.2 cents/kWh (3p/kWh). In this assessment, no 
account has been taken of reduced thermal efficiency. The 
capital cost of the heat exchanger and its fan would be of the 
order of 25,000 dollars, so that the potential increase in 
running cost due to fouling is of the same order as the ex
pected return on the capital investment. This indicates the 
importance of understanding and taking account of airside 
fouling when providing the financial justification for new 
plant. 

Conclusion 

A method and apparatus have been established for studying 
particulate fouling of air/water heat exchangers using air at 
temperatures up to 50°C and water from 5-80°C. 

Analysis of the first results has shown that graphs of 
friction factor versus Reynolds number always give straight 
lines on a log-log plot, before, during and after completion of 
fouling tests. These straight lines have similar slopes and 
conform to 

/ = c R e - 0 . 3 8 

Similar straight lines have been observed for plots of StPr2/3 

versus Reynolds number, conforming to the equation 

StPr 2 / 3=c'Re^ 0- 5 7 

During fouling, the friction factor increases to an asymptotic 
level between 1.4 and 2.5 times the starting value. 

The present work provides a firm experimental foundation 
on which further studies of the effects of variables can be 
based. The existence of consistent, straight-line relationships 
between friction factor, StPr273 and Reynolds numbers shows 
that particulate fouling on the gas-side of heat exchangers, 

which has previously received little attention, can in fact be 
studied and analyzed systematically. 
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Evaluation of a Method for Heat 
Transfer Measurements and 
Thermal Visualization Using a 
Composite of a Heater Element 
and Liquid Crystals 
Commercially available elements of a composite consisting of a plastic sheet coated 
with liquid crystal, another sheet with a thin layer of a conducting material (gold or 
carbon), and copper bus bar strips were evaluated and found to provide a simple, 
convenient, accurate, and low-cost measuring device for use in heat transfer 
research. The particular feature of the composite is its ability to obtain local heat 
transfer coefficients and isotherm patterns that provide visual evaluation of the 
thermal performances of turbine blade cooling configurations. Examples of the use 
of the composite are presented. 

Introduction 
As turbine inlet gas temperature and pressure increase, the 

heat loads to the turbine also increase and more complex 
turbine blade cooling configurations are needed to provide the 
desired metal temperatures and component life. The at
tainment of accurate metal temperature predictions and 
effectively cooled and durable parts requires accurate 
knowledge of local thermal loading in terms of the local heat 
transfer coefficients. The most common method used to 
determine these coefficients consists of finite heater strips 
with thermocouples [1-5]. This method, however, only 
provides average heat transfer coefficients over a relatively 
large area and is generally used in one-dimensional 
idealizations of the problem. As a consequence methods for 
measuring local heat transfer are needed, particularly at near-
room-temperature conditions, where the investigation can be 
conducted at relatively low cost and both turbine flow and 
heat transfer dimensionless parameters can be preserved. 

This paper, which summarizes the information contained in 
reference [6], describes and illustrates the use of a method that 
can determine local heat transfer coefficients by making use 
of a composite of a conductive heating element and a liquid-
crystal-coated sheet. Liquid crystals have been used for in
dicating temperature change for many years [7] and have 
recently been used in heat transfer research by formulating 
and spraying liquid crystals on a test surface [8] or on a 
carbon-impregnated paper heater attached to a test surface [9, 
10]. However, these methods of applying the liquid crystals 
are not particularly convenient. The unique feature of the 
layered composite described in this paper is its simplicity, 
convenience of application and use, and the commercial 
availability of elements for fabricating the composite. The 
composite was tested in a variety of applications. 

Description of Composite Elements 

Liquid-Crystal Sheet. There are three types of liquid 
crystals: smectic, nematic, and cholesteric. The molecular 
structure of the liquid crystal determines the particular type. 
The cholesteric type was used in this study. The unique 
property of cholesteric liquid crystals is their ability to reflect 

Contributed by the Heat Transfer Division and presented at the International 
Gas Turbine Conference, Houston, Texas, March 8-12, 1981. Manuscript 
received by the Heat Transfer Division December 14, 1981. Paper No. 81-GT-
93. 

definite colors at specific temperatures for a given material. 
Cholesteric substances mixed in various proportions can 
produce many different temperature-color combinations. The 
color change for the liquid crystal that was used in this study 
ranges from clear at ambient temperature (before melting 
starts) through red as the temperature increases and then to 
yellow, green, blue, and finally clear again at the highest 
temperature (after melting completely). These color changes 
are repeatable and reversible as long as the liquid crystals are 
not physically damaged by excessive temperature. More 
information about the theory of liquid crystals can be ob
tained from reference [7]. 

The liquid-crystal material used in this study was purchased 
commercially as sheets that consisted of the liquid crystals 
laid on a black plastic sealing material and covered by a 
transparent Mylar layer. This liquid-crystal sheet produces a 
single band of temperature related colors that are brighter 
than the sprayed-on method where several different tem
perature ranges of colors are produced. The overall thickness 
of the sheet was 0.203 mm (0.008 in.), and it was available in 
0.305-m (1-ft) widths of any length. The two liquid-crystal 
sheets used herein had calibrated yellow color temperatures of 
about 38 and 32 °C (100 and 89 °F). Other temperature ranges 
are available up to 55 °C (131 °F) or higher if specially 
fabricated. 

Heater Element. The heater element consisted of either a 
thin, vapor-deposited coating of gold on a polyester film or a 
carbon-impregnated coating on a plastic sheet. Both were 
purchased commercially. The overall thickness of the sheets 
with their coating were 0.127 mm (0.005 in.) and 0.178 mm 
(0.007 in.), respectively. The sheets with the gold deposit were 

TRANSPARENT MYLAR 
LIQUID CRYSTALS 
PLASTIC SEAL 

COPPER BUS BAR 

CONDUCTIVE ADHESIVE 

GOLD OR CARBON CONDUCTOR 

POLYESTER OR PLASTIC 

ADHESIVE 

Fig. 1 Liquid-crystal sheet electric heater composite (not to scale) 
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0.914-m (3-ft) wide, could be purchased in any length, and
had an electrical resistance of 3.3 ohms/sq. The carbon
coated sheets were 43.2-cm (17-in.) wide, could be purchased
in lengths of 55.9 em (22 in.), and had an electrical resistance
of 50 ohms/sq. A third type of heater element (not included in
this evaluation) consisted of carbon impregnated cardboard
having a resistance of 50 ohms/sq.

Composite. The composite of the liquid crystal and the
heater sheet, made up of commercially available materials, is
shown in cross section in Fig. 1. The lower layer of the
composite was the heater sheet. The copper bus bars were
attached to the conductive side (top) along two opposing outer
edges of the sheet. Although the copper strips had conductive
adhesive backing, this adhesive alone did not produce
adequate or consistent electrical contact. A silver
impregnated paint was therefore used to bridge a portion of
the copper strip and conductive material, as shown in the
figure. The upper layer of the composite was the liquid-crystal
sheet. The liquid-crystal sheet was attached to the lower layer
(heater sheet) by an adhesive, with the bus bars sandwiched
between. Electric wires were connected to the bus bars by
standard soldering methods. The overall thickness of the
composite was approximately 0.508 mm (0.020 in.).

The composite sheet can be attached to the test surface by
any adhesive that would give smooth, uniform contact over
the surface. In this study, a thin, paperlike material with
double adhesive backing was used both for attaching the
composite to the test surface and for attaching the liquid
crystal sheet and the heater sheet together.

Evaluation

Apparatus and Procedure.

Liquid-Crystal Sheet. The liquid-crystal sheets were
calibrated for color versus temperature by immersing the
sheet in a hot water bath and observing and photographing
(with strobe lights) the color changes as the water gradually
cooled to room temperature. The water bath was stirred
before temperature mesurements and photographs were
taken. The sheet had been enclosed in a watertight plastic bag
before immersion to protect it from any possible detrimental
effects of the water. The water temperature was measured by
a copper-constantan thermocouple and a precision digital
voltmeter.

Heater Element. Two types of heater elements were
examined: vapor-deposited gold on a polyester film and a
conductive, carbon coating on a plastic sheet. The accuracy of
the heat transfer coefficient depends on the uniformity of
heating in the heater element portion of the composite.
Heating uniformity was therefore measured. To determine
heating uniformity in the vapor-deposited gold sheets, two
methods were used: measuring the uniformity of light
transmission, and measuring the voltage at regular intervals
over the surface. Only the voltage-measuring method, using a
digital multimeter, was used for the carbon-coated sheets. It
was reasoned that the uniformity of the gold sheet for heating
was related to the uniformity of the gold thickness and in turn
to the uniformity of the light transmission through the gold,
or the light density. The light density was measured by using a
video image processor and a scanning microdensitometer.

Composite. After separate evaluations were made of the
- Nomenclature

I•• YELLOW BEC~NINC.

!bJ YCLLCI,'I ENDL~C.

Fig. 2 Uniformity test of the gold heater sheet and a Iiquid·crystal
sheet with electrical power supplied

liquid-crystal sheet and the two types of heater element sheets,
selected liquid-crystal sheets laminated to the heater sheets
were evaluated as composites. Copper bus bars were attached
to opposite edges of the heater sheets as described previously
(Fig. 1). A conventional power supply and digital multimeters
were used to measure the amounts of electric power passing
into the heater sheets. The composite sheets were suspended
horizontally in a cardboard frame surrounded by plastic walls
to provide a dead air space that would minimize the free
convection heat transfer. Knowing the uniformity of the
liquid-crystal sheets and that of the heater sheets evaluated
earlier, we could now assess the uniformity of the composite
by passing electric power into it. The resulting liquid-crystal
temperature pattern was recorded with a 35-mm camera by
using color film and strobe lights as in the water calibration
discussed previously.

Although the effects of free convection [11) on creating
nonuniform heat transfer were initially of concern, simple
tests were run to allay this concern.

Determination of the heating uniformity of the composites
requires the use of an air energy balance for the surface
convection heat transfer

qe-q,=hA(tc-ta) (1)

Specifically, to determine the heating uniformity of any
area in a composite sheet requires two measurements: the qe,l,
required to produce the first sign of the calibrated color being
used, and the qe,2' required to produce the last sign of this
same calibrated color. The first measurement shows the
localized hottest spot and the second shows the coldest spot.
The maximum percentage error in a given composite of the
localized heat flux was obtained from the expression

[ qe,2 -qe,l ] X 100 (2)
(qe,2 +qe,I)12

More results are given in reference [6).

Results and Discussion.

Liquid-Crystal Sheet. The results of a typical temperature

A
h
q

area
heat transfer coefficient
heat flux (or electric power
input)

t = temperature
1,2 = conditions

Subscripts

a = air

c
e
I

liquid crystal at calibrated color
electric power input
losses
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color calibration covered a range of temperatures from 
52.1°C (125.8°F) to 36.1°C (96.9°F). The colors that 
corresponded to the hottest to coldest temperatures included 
blue, green, yellow, and red. At 38.1'C (100.5°F), or green, 
the sheet had only a slight amount of yellow. At 37.6°C 
(99.7°F), or yellow, it had only a slight amount of red. 
Therefore the yellow color occurred very uniformly over the 
entire liquid-crystal sheet and represented an extremely 
narrow temperature band. For this reason the yellow color 
was used to determine the 37.6°C (99.7°F) temperature 
isotherm in this particular liquid-crystal sheet. The yellow 
color appears between the dominant red and green colors and 
is estimated to define an isotherm temperature to within 
0.2°C (0.4°F). Others [12, 13] claim that by special selection 
of the types of liquid crystals an accuracy of 0.1 °C (0.2°F) 
can be achieved. The ANSI type T (copper-constantan) 
thermocouple material used here has a maximum error in 
absolute temperature indication of 0.42°C (0.75 °F). 
However, when the same thermocouple and microvoltmeter 
are used to measure the difference between the water 
calibration temperature and the air temperature during 
testing, only a negligible error exists. This sheet was used in 
the first three tests made to illustrate the uses of the com
posite. Water bath calibrations were done for other liquid-
crystal sheets, and each specific color resulting from a par
ticular water bath temperature was very uniform throughout 
the sheet. However, the specific colors did vary for given 
temperatures from sheet to sheet. It is therefore necessary to 
calibrate each particular sheet when using it to obtain 
quantitative heat transfer data. Also, the viewing angle for the 
liquid crystal in research use should not be much different 
than that when calibrating the material. The reason for this is 
that a shift in the color band positions (temperature in
dication) occurs with changes in the viewing angle to the 
liquid-crystal sheet surface. This shift, however, was only 
significant when the viewing angle changed from the surface-
normal by more than about 30 deg. 

In summary, the liquid-crystal sheets evaluated herein 
responded very uniformly to temperature over their entire 
area. Using the calibrated, highly temperature-sensitive 
yellow color provides an accurate means of determining a 
detailed temperature isotherm to within 0.2°C (0.4°F). 

Heater Element. The light transmission and the surface 
voltage measurements provided information on the relative 
uniformity of the conductive materials and are not discussed 
herein, but can be obtained from [6]. A more appropriate 
method of evaluating the heater element is described next. In 
this method the combination of the heater element and the 
liquid-crystal sheet is tested. Because the liquid-crystal sheet is 
very uniform and accurate, any nonuniformity shown in the 
liquid-crystal sheet while it is in the composite is a direct result 
of the nonuniformity of the heat flux in the heater sheet. 

Composite. Two composites containing liquid-crystal 
sheets that had a yellow color calibration temperature of 
31.7°C (89.0°F) were made and evaluated. The first com
posite also contained a 30.5- by 61.0-cm (12- by 24-in.) 
portion of a gold sheet randomly chosen from the 91.4-cm 
(36-in.) wide roll material. The second composite also con
tained a randomly chosen 21.6- by 27.9-cm (8.5- by 11.0-in.) 
carbon-coated heater sheet. 

The first composite (Fig. 2) was used to show, quan
titatively, the nonuniformity in the heat flux (or heat transfer 
coefficient) due to the nonuniformity of the gold film in the 
heater sheet. The bus bars were located along the top and 
bottom edges. The nonuniformities in this composite are 
located inside the dashed lines. This area, which is 41.7 = cm 
(16.4 = in.) long by 28.2 = cm (11.1 = in.) wide, excludes the 
extreme nonuniformities along each end of the composite. 
Note that the light spots in the lower right corner are strobe 

light reflections. The first measurement, showing the localized 
hot spots, is shown in Fig. 2(a). The second measurement 
showing the localized cold spots, is shown in Fig. 2(b). The 
respective heat transfer rates are 39.2 and 46.0 W. From these 
data and equation (2) the maximum percentage error in the 
localized heat flux within this specified area was determined 
to be ± 8 percent. This is the same error that could be ex
pected in the heat transfer coefficient within this specified 
area. By making more measurements in between these two 
localized spots can be calibrated, and therefore localized heat 
fluxes or heat transfer coefficients can be corrected. Also, the 
areas of these large sheets that have more uniform heat fluxes 
and thereby more accurate heat transfer coefficient can be 
selected. Because the vapor deposited gold layer is very 
sensitive to abrasion, care must be taken to avoid producing 
kinks which cause cracks and therefore electrical discon
tinuities. 

To show that the nonuniform effects of free convection had 
a negligible effect on the heat transfer, the suspended com
posite sheet was rotated and oriented in several different 
positions (horizontally as well as slightly tilted) in the dead air 
space. The nonuniformity in the color (temperature) pattern 
of the composite was found to be consistant within the sheet, 
that is, the pattern was not related to the particular orien
tation of the sheet. This indicates that any nonuniformity in 
the free convection heat transfer caused only a negligible 
effect in the resulting nonuniform color (temperature) pattern 
in the heated composite. 

The second composite, containing the carbon-coated heater 
element, was briefly evaluated, but no photographs were 
taken. The uniformity of its heat flux, as revealed by the 
resulting liquid-crystal isotherm colors, was as good as that of 
the gold-coated heater sheet material. Handling problems 
(producing kinks or cracks) were not observed. Even pur
posely made surface scratches did not produce any noticeable 
localized temperature nonuniformities. Based on the 
preliminary findings the carbon-coated material appears to be 
as good as, or maybe better than, the gold coated material for 
use as the heater element. 

In summary, the tests of the composites indicate that 
localized heat flux or measurement of heat transfer coef
ficients can be determined to about ± 8 percent or even less if 
careful selection is made of the heater sheet. 

Recommended Procedure for Use 
The following procedure must be followed when quan

titative heat transfer data are desired. The specific liquid-
crystal sheet used must be water calibrated to determine the 
temperature of the yellow color isotherm. The most uniform 
heater sheet area must be chosen by making up different 
composites and observing the heat flux nonuniformities 
(isotherms). This should be done while electric power is 
applied to the heater sheet and the composite is suspended 
horizontally in a dead air space. Once a sheet is selected, 
additional measurements of the nonuniform heat flux may be 
needed in order to calibrate the localized areas of the sheet, as 
discussed earlier in this paper. These additional measurements 
will allow the correction of the localized heat transfer coef
ficient because the yellow pattern, being an isotherm, does not 
necessarily represent an iso-heat transfer coefficient. 

As shown in equation (1) the heat losses must be accounted 
for. When the selected composite sheet is installed in the test 
facility, preliminary calibration measurements must be made 
just before testing if quantitative heat transfer data are to be 
obtained. The sum of the heat losses can be determined by 
measuring the electric power input to the heater element that 
is required to bring the liquid-crystal temperature up to the 
calibrated yellow color. At the yellow isotherms these heat 
losses will be the same as during the tests because the tem-
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Fig. 3 Single·hole jet impinging on a flat plate

peratures will be the same. This js to be done before any
airflow (e.g., impingement, film cooling, passage, etc.) is
provided to the test model. Of course, as with any quan
titative heat transfer study the use of guard heaters and in
s.ulation and the establishment of equilibrium conditions are
necessary. Because of the variation in thermocouple material,
it is best to use the same thermocouple in the test as was used
in the water calibration of the liquid-crystal sheet. In this way
the error in the thermocouple will be cancelled out when the
temperature difference is taken between the water calibration
temperature of the yellow isotherm and the air temperature
during the test. From the measured sum of the heat flux
losses, the heated area of the sheet, and the additional electric
power input to obtain the yellow color for the research flow
environment, the local heat transfer coefficient is determined
by using equation (1). It is this additional electric power input
(heat flux) that is being transferred from the sheet to the
environment to compensate for the heat transfer coefficient
present during the test.

Illustrations of Use

Apparatus and Procedure. The apparatus for illustrating
the use of the liquid-crystal and heater element composite for
several heat transfer applications where knowledge of local
heat transfer coefficients is needed is described below.

The general procedure for conducting the tests was to first
flow current through the heater sheet until color change
started to occur in the liquid-crystal sheet. The composite and
the test apparatus were allowed to reach thermal equilibrium
with occasional slight changes in the current flow. Next, the
tunnel gas flows and coolant flows were set to the desired
values. Then the electric current through the heater sheet was
changed to provide the desired temperature patterns. After
equilibrium conditions were reached, the input electrical heat
flux was measured and still photographs of the thermal
patterns were taken with a 35-mm camera. The illumination
was provided by two conventional strobe lights.

The use of the composite sheet was demonstrated in a
variety of applications that included (a) a single jet of air
impinging on a flat plate; (b) a large array of jets impinging
on a flat plate, showing the effects of two different hole
patterns; (c) the endwall of a planar turbine vane cascade with
airflow through the cascade; and (d) flow out of a row of
cooling air holes in a cylinder in crossflow, which simulates a
film-cooled turbine vane leading edge. Apparatus for these
applications consisted of various transparent plastic (acrylic)
test sections that permitted visual observations and
photographs of color patterns in the liquid crystal sheet. The
composite of the sheets was attached to the wall on which the
local heat transfer coefficients or thermal patterns' were to be
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Fig.4 Impingement cooling, downstream rows 5 to 8

determined. Only information on the configuration of the
apparatus is presented herein. More details are presented in
reference [6].

The impingement plates tested had (a) a single hole, (b) an
array of eight rows of holes with an in-line hole pattern, an (c)
an array of eight rows of holes with a staggered hole pattern.
All holes were 1.27 cm (0.50 in.) in diameter. For Test (a) just
mentioned the conditions were set to be within the applicable
range of the heat transfer coefficient correlation of reference
[14] so that an approximate comparison of results could be
made. For Tests (b) and (c) the geometry and flow conditions
were within the experimental range of the data in [4].

The endwall of the cascade had an axial chord of 11.4 cm
(4.5 in.), a ratio of pitch to axial chord of 1.08, and an aspect
ratio (span to axial chord) of 1.34. Airflow Reynolds number
(ba,sed on actual chord) was in the range of experimental
results from flow visualization experiments at the endwall of
this cascade reported in [15].

The cylinder for film air injection was 11.4 cm (4.5 in.) in
diameter, 15.2=cm (6.0=in.) high, and with 1.09=cm
(0.43 = in.) holes at an angle of 30 deg to the vertical for
supplying the injection air. For this test the vertical centerline
through the two holes was located at an angular distance of 30
deg from the stagnation point. This apparatus was the same as
that used for flow visualization reported in [16].

Results and Discussion.

Impingment Cooling. The thermal pattern on the liquid
crystal sheet at a typical test condition of the impingement of
a single jet onto a flat plate is shown in Fig. 3. The figure
shows the concentric patterns representing isotherms or
regions of constant heat transfer coefficients generated by the
impacting jet (assuming uniform heat flux from the heater
element). Although the contrast between the different colors
is not as apparent on the black-and-white photograph as on
the colored data photograph (see [6] in color), the color
changes starting at the center are black, dark red, red, yellow,
green, blue, and black. The yellow color, representing a
temperature of 37.6°C (99.7°F), gave the most distinctive
change and was considered as the one that could best be used
for quantitatively determining the local heat transfer coef
ficient, as described in the section, Evaluation.
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Fig.5 Vane endwall of a cascade

By increasing the electric power input into the composite at
a constant-airflow condition, the convective heat pickup was
increased. Equation (1) shows that this heat pick-up is the
difference between the electric power input and the losses.
Since the air temperature and the reference temperature of the
wall (as indicated by the yellow color in the liquid-crystal
sheet) are constant, the magnitude of the local heat transfer
coefficient, h, (as indicated by yellow) also increases with
electric power input. Although the measurements made with
the single jet were not intended to provide absolute values of
the local h pattern, approximate values showed a trend of
decreasing h with increasing radii similar to that obtained in
reference [14].

The resulting isotherm and constant heat transfer coef
ficient patterns for the in-line and staggered impingement hole
arrays are shown in Fig. 4. The photographs, which were
taken of the fifth to eighth rows downstream, show how the
accumulation of upstream flow progressively influences the
deflection of the thermal pattern in the downstream direction.
The results for both arrays show the distinct influence of the
impingement from each hole. As a result the local heat
transfer coefficient varies across the wall. In an application of
impingement cooling this variation of heat input could cause
variations in local temperature and induce thermal gradients
that could affect the life of the part.

The relative cooling effectiveness of the two arrays is in
dicated by the relative extent of the dark areas (indicated)
inside the yellow isotherm. These are areas of high heat
transfer coefficients. Comparison of the two arrays shows
that for the same condition of flow the in-line hole array has
larger areas of higher coefficients and therefore is more ef
fectively cooled than the staggered array configuration. The
photograph also shows that the relative cooling effectiveness
for both configurations increased with downstream distance.
The results agree with those of [4], whiC'h are obtained from
one-dimensional measurements of the heat transfer coef
ficients in the streamwise direction ·by means of copper heater
strips.

Endwall of a Cascade. The isotherm and local heat
transfer coefficient patterns for the endwall of a cascade are
shown in Fig. 5. The photograph shows that the region of
high heat transfer at the endwall surrounds the airfoil. This is
the region bounded by the yellow color. The heat transfer
coefficient was higher nearer the airfolI, as indicated by the
color change from red to black~ The photograph also shows
that the region of high heat transfer at the wall is larger in
extent near the pressure surface than near the suction surface.
These results support the flow visualization that was con
ducted with this cascade [15], which showed that a leading
edge-generated vortex near the endwall moved away from the
leading-edge pressure surface as it traveled downstream: This
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Fig.6 Film injection from a cylinder In crossllow

vortex apparently reduced the boundary layer on the wall near
the pressure side as it progressed downstream, resulting in the
higher heat transfer coefficient indicated in [17].

Film Injection Form a Cylinder. The isotherm and heat
transfer coefficient pattern obtained by the injection of air
from a row of two holes in a cylinder in crossflow are shown
in Fig. 6. The holes were located at an angle of 30 deg from
the stagnation point. This test simulated the flow of cooling
air from film cooling holes at the leading edge of a turbine
vane. Although the holes in the cylinder were inclined at an
angle of 30 deg from the vertical, the main stream dominated
the flow direction of the injected flow. This is shown in Fig. 6
by the isotherms downstream of the hole, which show only a
slight deviation from the mainstream direction. The figure
also shows that the influence of the injected air on cooling is
also constrained to a narrow region downstream of the hole
with only little spreading. These results support those in [16]
obtained by visualization of the flow out of this cylinder.

Concluding Remarks

The composite of liquid crystal and heater element in
vestigated herein, when used in a test installation in which
proper accounting is made for conduction and radiation
losses, provides a relatively convenient, simple, inexpensive,
and accurate device for the high-resolution measurement of
heat transfer and for determining local heat transfer coef
ficients at near-room-temperature conditions for a variety of
applications. This investigation, which evaluated the accuracy
and feasibility of commercially available elements of the
composite, provided the basis for using the composite for
quantitative heat transfer experiments. The liquid-crystal
sheet of the composite was found to indicate a temperature to
within 0.2°C (OAOF) at the calibrated yellow color of 37.6°C
(99.7°F). Other sheets have color change temperatures up to
250°C (482 OF) but with limited sensitivities. The electrically
generated heat flux out of the heater element was found to
vary within 8 percent for a specified area of large heater
sheets. Consideration of these accuracies indicated that if the
composite elements can be selected within a specified area,
and if conduction and radiation losses to other parts of test
installation are properly accounted for, the local heat transfer
coefficient error can be held to values even smaller than 8
percent. .

Although the method was used herein primarily to illustrate
qualitatively the results expected from application of the
composite, the results confirmed inferences from flow
visualization and heat transfer results of others in addition to
providing information on local heat transfer that was not
available in those experiments.

In conclusion, the method can be used for both com
parisons of relative heat transfer performance of geometric
configurations and quantitative local heat transfer deter-
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ruination. Some of the applications for the method in addition 
to the four examined qualitatively herein include various 
configurations of airfoils, coolant passages in multipass blade 
designs, curved ducts of different aspect ratios, and other 
three-dimensional geometries. 
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This section contains shorter technical 
tor full papers. 

Pool Boiling of Dilute Surfactant Solutions 

Yu Min Yang1 and Jer Ru Maa1 

Introduction 

The goals of research workers in the field of boiling heat 
transfer are to transmit the largest heat flux by applying the 
smallest temperature difference between the heating surface 
and the boiling liquid and to bring the critical heat flux to the 
highest possible value. Various means have been developed 
with this aim in mind, including the use of additives to modify 
the fluid flow properties [1-5]. 

A small amount of surfactant makes the vapor-liquid in-
terfacial properties very different from that of pure water. 
This difference may influence significantly the inception, 
growth, coalescence, and detachment characteristics of the 
vapor bubbles in the boiling process. This work is an ex
perimental study of pool boiling of a dilute aqueous solution 
of surfactants with the expectation of some improvement in 
heat transfer coefficient and critical heat flux values. 

The Additives 

The surfactants used in this study are sodium lauryl ben
zene sulfonante (SLBS) and sodium lauryl sulfate (SLS). 
Because all experiments were carried out under very low 
concentrations, these additives had no noticeable influence 
over the physical properties of the boiling water, except 
surface tension, which was significantly reduced. 

The Apparatus 

Two sets of apparatuses were used. Figure 1 shows the one 
designed for the study of pool boiling from a horizontal 
heating surface facing upward. Boiling occurs at the center 
portion of the top surface of a copper block, which is heated 
by three cartridge heaters inserted into holes at its lower ends. 
Heat loss in the radial direction is reduced to a minimum by 
proper insulation. The junctions of three Cole Parmer IT 18, 
0.009-in. dia, Teflon coated copper/constantan ther
mocouples are placed on the center line of the copper block by 
inserting through holes drilled in the radial direction. The 
temperature of the center portion of the heating surface is 
determined by extrapolating of these thermocouple readings. 
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The copper block is enlarged at the boiling surface. Distortion 
of the isotherms occurs in the outer regions of the enlarged 
area and leads to nonuniformity of the boiling surface 
temperature. However, in this work, we are interested only in 
the boiling surface temperature at the center point of the 
heating surface. The linearity of the thermocouple reading 
close to the top heating surface indicates that the extrapolated 
value of this temperature is satisfactory. Boiling on the 
polished top surface of the copper block can be illuminated, 
observed, and photographed through view windows on the 
sides of this apparatus. A reflux condenser, 7, is used to 
minimize the loss of pool liquid and a supplementary heater, 
6, is provided for bringing up and maintaining the pool 
temperature at the desired level. 

A second apparatus, as shown in Fig. 2, is designed for the 
studies of the critical heat flux. The construction of this 
apparatus is similar to the one described above except that the 
heating element is made of a nickel wire (0.116-mm, dia, 12-
cm length). The electric current is supplied to this heating 
element through two nickel plated copper bars. The heat flux 
released from the wire heater to the surrounding liquid is 
controlled by the applied current and voltage. Because ap
paratus was used only for the determination of the critical 

Fig. 1 Apparatus for pool boiling on a horizontal heating surface 
facing upward: 1, copper block; 2, thermocouple junctions; 3, cartridge 
heaters; 4, glass fiber insulation; 5, asbestos tube; 6, supplementary 
heater; 7, reflux condenser; 8, thermometer; 9, view window 
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Fig. 2 Apparatus for pool boiling on a horizontal wire heater: 1, heater 
wire; 2, nickel-coated copper bar; 3, glass tube; 4, voltage stablizer; 5, d-
c power supply; 6, supplementary heater; 7, reflux condenser; 8, mer
cury thermometer; 9, view window 
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50 

qcw/cm2) 

(b) 
Fig. 3 Effect of surfactants on the heat transfer coefficient: (a) SLS; (b) 
SLBS (1, pure water; 2,20 ppm; 3,50 ppm; 4,100 ppm) 

heat fluxes, no attempt was made to measure the wire tem
perature. 

Experimental Results 
Boiling experiment without subcooling were carried out 

under atmospheric pressure. The boiling behavior of the 
dilute surfactant solutions is very different from that of pure 
water. It was observed that these additives have the effect of 
reducing the tendency of coalescence between vapor bubbles 
generated on the surface of the heating element. Thus for the 
same heat flux the vapor bubbles become significantly smaller 
in size but larger in number than the case of pure water, and 
boiling can be carried out at a heat flux far beyond the critical 
heat flux for the case of pure water. 

Experimental data in Fig. 3 for the pool boiling on a 
horizontal heating surface facing upward show that in the 
nucleate boiling regime the addition of small amounts of 
surfactants makes the heat transfer coefficient considerably 
higher. If we write 

/ )OC(j" , 

the plots of h versus a on log-log papers for various q values, 
as shown in Fig. 4, yield that n equals approximately -3 .3 
and —1.5 for the solutions of SLS and SLBS, respectively. 
There is some disagreement among the n values reported in 
the literature. They range from - 2 . 5 to +1.28 [5, 6]. 

Hysteresis effect was observed among the pool boiling data 
of dilute surfactant solutions. The descending and the 
ascending portions of the boiling curves separate from each 
other significantly. This effect is not observed in the boiling of 
pure water on the same heating surface. Data on the 
descending portion of the boiling curve were adopted in the 
construction of the curves in Fig. 3. 

The critical burn-out heat flux, qc, was studied using the 
second apparatus illustrated in Fig. 2. Figure 5 shows that qc 

also increased considerably by the addition of small amounts 
of surfactants. It is also interesting to note that SLS, which 
has stronger effect on the heat transfer coefficient than SLBS, 
has relatively weaker effect on the critical heat flux. If we 
write 

qccca"' 

The plots of qc versus a on log-log papers, as shown in Fig. 6, 
yield m equal approximately to -0 .60 and -1 .22 for the 
solutions of SLS and SLBS, respectively. The m value 
reported in the literature by several authors is 0.25 [7]. 

Discussions 
It is well known that surface tension of the boiling liquid 
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plays an important role in the inception, growth, coalescence, 
and detachment processes of the vapor bubbles and has 
significant influence over the boiling heat transfer coefficient 
and critical heat flux. When an additive is used to modify the 
vapor-liquid interfacial properties, it alters also the boiling 
mechanism. Depletion of the adsorbed additive molecules at 
the vapor-liquid interface due to the expansion of the vapor 
bubbles may cause the surface tension to increase or decrease 
locally. The vapor bubbles are thus stabilized or destablized 
and the bubble-bubble and bubble-heating surface in
teractions become quite different from that of pure liquid. 

In the case of this work, the depletion of surfactant at the 
expanding portion of the bubble surface causes the surface 
tension to increase locally. Further expansion is thus retarded 
and the bubbles become more stable and difficult to coalesce. 
This phenomenon can be called the "Marangini effect" in the 
broader sense. It is also interesting to note that a given 
concentration of SLS and SLBS results in about the same 
reduction in surface tension but yields different critical heat 
fluxes and heat transfer coefficients. This can perhaps be 
explained because the strength of the "Marangoni effect" is 
not only related to the change in surface tension, but also to 
the difference in other physical properties of the solute, most 
importantly the diffusivity. 

Experimental results of this work demonstrate that the heat 
transfer coefficient and critical heat flux of the boiling process 
can be improved considerably by the addition of small 
amount of surfactants. If this method becomes applicable 
under industrial conditions it may lead to a significant in
crease in power level of boilers and boiling water nuclear 
reactors without increase in their size and operating tem
perature. Foaming in the vapor space accompanied with the 
using of surfactant is an expected problem to be solved. 
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Introduction 
Narrow annuli may exist in various heat transfer equip

ment. When a heated narrow vertical annulus is closed at the 
bottom and filled with liquid, boiling may occur and critical 
heat flux may be exceeded. A practical example is the narrow 
annuli between the heated tubes and the tube sheet in vertical 
steam generators. The gaps of the annuli are usually in the 
order of 0.25 mm; the bottom ends of the annuli are closed by 
welding. 

Serious corrosion has been observed on the heated tubes 
near the bottom tube sheet. It is believed that confinement in 
the narrow annuli with closed bottoms results in a low critical 
heat flux and operation in the transition boiling regime. At 
these locations corrosion may proceed at rates [1] several 
orders of magnitude higher than elsewhere in the steam 
generator. The study of the fundamental nature of critical 
heat flux in the vertical closed-bottom narrow annulus will be 
important to the understanding of the thermal-hydraulic 
related corrosion. 

Katto and Yokoya et al. [2] investigated the boiling and 
dryout of saturated water between a heated horizontal flat 
plate and a movable optical assembly placed above the plate 
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plays an important role in the inception, growth, coalescence, 
and detachment processes of the vapor bubbles and has 
significant influence over the boiling heat transfer coefficient 
and critical heat flux. When an additive is used to modify the 
vapor-liquid interfacial properties, it alters also the boiling 
mechanism. Depletion of the adsorbed additive molecules at 
the vapor-liquid interface due to the expansion of the vapor 
bubbles may cause the surface tension to increase or decrease 
locally. The vapor bubbles are thus stabilized or destablized 
and the bubble-bubble and bubble-heating surface in
teractions become quite different from that of pure liquid. 

In the case of this work, the depletion of surfactant at the 
expanding portion of the bubble surface causes the surface 
tension to increase locally. Further expansion is thus retarded 
and the bubbles become more stable and difficult to coalesce. 
This phenomenon can be called the "Marangini effect" in the 
broader sense. It is also interesting to note that a given 
concentration of SLS and SLBS results in about the same 
reduction in surface tension but yields different critical heat 
fluxes and heat transfer coefficients. This can perhaps be 
explained because the strength of the "Marangoni effect" is 
not only related to the change in surface tension, but also to 
the difference in other physical properties of the solute, most 
importantly the diffusivity. 

Experimental results of this work demonstrate that the heat 
transfer coefficient and critical heat flux of the boiling process 
can be improved considerably by the addition of small 
amount of surfactants. If this method becomes applicable 
under industrial conditions it may lead to a significant in
crease in power level of boilers and boiling water nuclear 
reactors without increase in their size and operating tem
perature. Foaming in the vapor space accompanied with the 
using of surfactant is an expected problem to be solved. 
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heat flux and operation in the transition boiling regime. At 
these locations corrosion may proceed at rates [1] several 
orders of magnitude higher than elsewhere in the steam 
generator. The study of the fundamental nature of critical 
heat flux in the vertical closed-bottom narrow annulus will be 
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and separated by a small gap. They suggested that the dryout 
condition in this confined space is controlled by the balance 
between the consumption of the liquid on the heat surface and 
the supply of the liquid between the intermittent jetting of 
vapor. 

Boiling on a horizontal tube with an annular type of 
confinement was studied experimentally by Jensen, Cooper, 
and Bergles [3]. The dryout heat flux was found to be directly 
proportional to the clearance and inversely proportional to 
the length of the annulus. Compared to an open tube, the 
dryout heat flux was reduced by a factor of 10. 

Kusuda and Imura [4, 5] performed critical heat flux ex
periments with subcooled and saturated liquids in vertical 
closed-bottom tubes and annuli. The annuli consisted of a 
heated outside shroud and an unheated core. The correlation 
established from their flooding analysis did not agree 
satisfactorily with their data. Similar types of experiments for 
tubes have also been performed by Griffith et al. [6]. The 
physical nature of countercurrent flooding at the critical heat 
flux condition has been pointed out. 

The critical heat flux for tubes of different diameters has 
been correlated by Nejat [7, 8] using flooding considerations. 
In the derivation, he used the Kutateladze number and a 
limiting correlation for large tubes. The correlation was based 
upon data having Bond numbers in the range of 18 to 100. He 
suggested that the dryout heat flux for tubes with smaller 
diameters is also a function of Bond number. 

In the present study the critical heat flux of narrow vertical 
annuli with closed bottoms is investigated for various fluids at 
different pressures. Different dimensions of the annuli were 
studied giving Bond numbers (based on gap) in the range from 
0.127 to 2.44. Analysis is also performed to establish a 
semiempirical correlation for this problem. 

Experimental 

Apparatus and Procedure. The overall test assembly is 
shown in Fig. 1. The electrically heated tube was placed inside 
a hollow quartz cylinder with a small gap in between. The 
annulus was closed at the bottom and opened to the pool at 
the top. Experiments were performed in the pools of Freon-
113, acetone, and distilled demineralized water. 

The heated section was made of a stainless steel 304 
seamless tube with 0.71-mm wall thickness, 25.4-mm o.d. and 
101.6-mm heated length. The top of the heated tube was 
thermally shrink-fitted to a copper tube which had the same 
o.d. but 1.42-mm wall thickness. The bottom end of the 
heated tube was shrink fitted to a copper block. The stainless 
steel tube was heated with direct current. 

The hollow quartz cylinders were milled to the dimensions 
of 63.5-mm o.d. with the i.d. 26.04, 27.00, and 30.56-mm to 
form different gap sizes with respect to the heated tube. Both 
the inside and the outside surfaces of the quartz were polished 
to 50-80 finish and were clear enough to see through. Three of 
the annuli tested were 76.2-mm long with the gap sizes 0.32, 
0.80, and 2.58-mm, respectively. There was another short one 
having 25.4-mm length and 0.32-mm gap. The bottom of the 
annuli were sealed with a Teflon ring. Two positioners at the 
top and bottom of the quartz were used to maintain the 
concentric position of the quartz cylinder with respect to the 
heated tube. 

The liquid pool was constructed from a Pyrex glass pipe 
with 101.6-mm i.d. and 457.5-mm length. The vapor 
generated during boiling experiments was released to a 
separate condenser. The liquid level was maintained at 100-
mm above the top of the annulus by periodically adding the 
make-up liquid to the pool. The saturation temperature of the 
pool was maintained by an immersion heater. For pressurized 
tests, compressed nitrogen was connected to the system; for 
low pressure tests, a diffusion pump was used. 

T / C RECORDER 

D.C. POWER 
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ELECTRIC 

CONDUCTOR 

HEATING TUBE 

T /C MOVABLE 

QUARTZ CYLINDER 

POOL HEATER 

Fig. 1 The set-up of the experiment 

The inner-wall temperature of the heated tube was 
measured by a movable sensor. Two type-K, stainless-steel-
sheathed ungrounded thermocouples with 0.81-mm dia. were 
pressed against the inner wall by springs with a force of 0.48 
Newtons. The thermocouples were calibrated and the tem
perature recorded with an accuracy of ± 0.28 °C. The outside 
surface temperature was calculated from the steady-state heat 
conduction equation. 

The same heating tube was used for all the tests. The tube 
surface was polished before each test with a #320 sandpaper. 
Nucleation sites at the bottom of annulus were formed 
naturally between the Teflon seal and the copper block. The 
steady state was achieved within 3 min after a change of heat 
flux and data were then recorded. The thermocouples were 
located 12-mm below the top opening of the narrow annulus 
to detect early critical heat flux. Before the experiment, the 
fluid in the pool was degassed by boiling for a half hour using 
the pool heater. Before reaching the critical heat flux, the 
boiling was performed on the heated tube such that the 
surface of the tube was also degassed. The details of the 
experimental set-up and procedure have been described in [9]. 

Critical Heat Flux Data. Critical heat flux was detected by 
the thermocouples as a continuous excursion. Although the 
CHF may start at some other location, during the 3 min of 
waiting time the thermocouple will sense the increase of 
temperature. Usually the CHF does not start at the bottom of 
the tube because at that moment there is always a small liquid 
pool at the bottom of the annulus. In general, the critical heat 
flux in a narrow annulus with a closed bottom is considerably 
lower than the critical heat flux for open-pool boiling. For 
example, the critical heat flux for open-pool boiling of Freon-
113 at 1 atm is about 200 KW/m2; however, the measured 
critical heat flux for the 0.32-mm gap annulus with 76.2-mm 
height is only 6.3 KW/m2. The reduction is by a factor of 
about 1/32. 

The critical heat flux data of the present study are listed in 
Table 1 for water, acetone, and Freon-113 with three gap sizes 
and two lengths of the annuli. The system pressure is in the 
range of 0.60 to 4.04 atm. Generally, the smaller the gap size 
the lower the critical heat flux. The wall superheat at critical 
heat flux is also found to decrease with reduction in gap size. 
The critical heat flux decreases when the length of the annulus 
increases. 
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Analysis 
The significant difference between the pool boiling critical 

heat flux and the critical heat flux of narrow vertical annulus 
with closed bottom may be attributed to the different limiting 
mechanisms for the liquid to come into contact with the 
heated surface. As shown schematically in Fig. 2, when the 
critical heat flux is approached the outward vapor flow 
prohibits sufficient flow of liquid down into the narrow 
annulus. This local phenomenon is similar to that of 
hydrodynamic countercurrent flooding in tubes. 

The countercurrent flooding of two phase flow in round 
tubes is a well-studied problem. For tubes with very small 
diameters (for example, when Bond number is less than 50) 
the correlation proposed by Wallis [10] based on the super
ficial velocities gives the best fit of data. The hydrodynamic 
flooding in annular geometry with a Bond number of about 
4.40 has been studied by Shire et al. [11]. Their results for 2.54 
cm o.d. and 1.58 cm i.d. annulus can also be correlated 
satisfactorily by the Wallis correlation but with a different 
empirical constant. 

As shown in Table 2, the Bond number range in the present 
experiments is from 0.127 to 2.44. Since the Bond number is 
generally small, the Wallis correlation may be used to describe 
the local hydrodynamic countercurrent flooding. For an 
annulus with a closed bottom the flooding and the dryout will 
start near the top opening where the vapor velocity is the 
highest. It is also important to notice that the critical heat flux 
occurs when the supply of liquid is "insufficient" to remove 
all the heat applied to the annulus. Once this condition is 
reached, the liquid inventory in the annulus begins to be 
depleted and dryout is initiated. 

Following the above concept, the critical heat flux may be 
found from analysis. The Wallis correlation is in the form of 

: » Vi _|_ ; . = C for Bo < 50 (1) 

where 

and 

Bo = S/(a/g(pl~pg))'
/' 

js*=jgP*/(gD(Pl-pg))» 

Ji'=JiP?/(gD(Pl-Pg))» 

(2) 

(3) 

(4) 

jg=Mg/PgA (5) 

jy=M,/p,A (6) 

where A is the cross-sectional area of the annulus, Bo is the 
Bond number for the gap, D is a characteristic dimension, C is 
a constant depending upon geometry of the opening where 
liquid enters the channel, g is the acceleration of the gravity, j 
is the superficial velocity over the flow cross-section, j * is the 
nondimensional superficial velocity, M is the total mass flow 
rate, 5 is the gap size of the annulus, p is the density of fluid, 
and a is the surface tension of liquid to vapor. 

Since the annulus has a closed bottom, the steady-state 
mass flow rate of liquid coming into the annulus at the top 
opening should equal to the mass flow rate of vapor going out 
of the top opening. Furthermore, if all the heat supplied to the 
annulus goes into vaporization, the mass flow rates can be 
related to the wall heat flux, qw,by 

Mg=Mi=qwAw/h/g (7) 

where A„ is the area of the heated surface in the annulus, and 
hfg is the latent heat of evaporation. Substituting the 
equations (3-7) into equation (1), and assuming that the gap 
size is much smaller than the diameter of the heated tube, the 
critical heat flux corresponding to the onset of countercurrent 
flooding becomes 

B, (t)Ht))>' 

Fig. 2 The fluid behavior near critical heat flux 

Water 

Acetone 

F-113 

Table 1 

S(mm) 

2.58 
0.80 
0.32 
2.58 
0.80 
0.32 
0.32 
2.58 
0.80 
0.32 
0.32 
0.32 
0.32 
0.32 
0.32 

Summary of critical heat flux data 

L(mm) 

76.2 
76.2 
76.2 
76.2 
76.2 
25.4 
76.2 
76.2 
76.2 
25.4 
76.2 
76.2 
76.2 
76.2 
76.2 

P(atm) 

0.60 
2.02 
3.04 
4.04 

<7(kw/m2) T„ 

210.1 
82.0 
25.2 

109.5 
37.2 
35.0 
10.8 
69.4 
21.1 
17.4 
6.29 
5.54 
7.55 
8.53 
8.78 

-Ts( 

16.11 
9.72 
3.06 

18.33 
7.78 
7.78 
3.05 

18.06 
15.83 
4.72 
0.83 
1.11 
0.83 
1.39 
1.67 

Table 2 Summary of bond numbers in present study (1 atm) 
Gap (mm) 

0.32 
0.80 
2.58 

F-113 
0.300 
0.757 
2.44 

Acetone 
0.197 
0.495 
1.60 

Water 
0.127 
0.319 
1.03 

where the boiling number, Bx, is defined by 

q„L 
By' 

h/gPgS V 
(9) 

where L is the length of the annulus, 
vapor slug velocity, V, is 

'gD(Pl -p ) 
V= 

Pi 

and the characteristic 

(10) 

(8) 

The boiling number, Bx, is defined as the ratio of outgoing 
vapor velocity (q„ L/hfg pgS) to the inertia dominant bubble 
rising velocity, V, for slug flow in the annulus [10]. The 
characteristic dimension, D, was chosen as the average 
diameter of the annulus, i.e., the inner diameter plus the 
dimension of one gap size. 

As stated before, the critical heat flux occurs when liquid 
supply is insufficient" to cool the heated annulus. The 
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Fig. 3 The comparison of the correlation and the data 

constant, C, in equation (8) has to be determined from ex
perimental data. 

Discussion 

The critical heat flux data listed in Table 1 for Freon-113, 
acetone, and distilled demineralized water with different 
dimensions of annuli and system pressures can be correlated 
by the equation (8). In Table 1, (Tw - Ts) is the wall 
superheat. From the best fit of the data the value of C is 
determined. In addition, the experimental data of Kusuda and 
Imura [5] for water, ethyl alcohol, and normal hexane are also 
correlated using the same constant. The resulting correlation 
is 

4(t)H77))>-38 <"» 
As shown in Fig. 3, the comparison of the correlation and 

the data is satisfactory. In the same figure, equation (8), with 
the C value taken from Wallis's flooding correlation for a 
sharp edge annulus (C = 0.7) [12], is also shown for com
parison. This value is close to the present data, but is not the 
best, even though it gives a slightly better fit to the data of 
Kusuda and Imura [5], A similar but different formulation 
has been derived by Nejat [8] for vertical tubes with a closed 
lower end. The constant value is also different. This is because 
the geometry concerned in [8] is different from the present 
study. 

It is interesting to point out that the data of [5] are based 
upon the experiments with the annulus heated from the outer 
surface. The present experiment is performed with the inner 
wall of the annulus heated. 

Since the present correlation is limited to small Bond 
numbers, the Wallis correlation for countercurrent flooding 
was used. The Wallis correlation is independent of liquid 
surface tension. Therefore, the present correlation is also 
independent of surface tension or the Bond number. 

Although the water has about three times higher surface 
tension than that of Freon-113 or acetone, all the data has 
been correlated satisfactorily by equation (11). 

Conclusion 
The critical heat flux in a narrow vertical annulus with a 

closed bottom is generally much lower than that in the open 
pool boiling due to the different controlling mechanisms. The 
critical heat flux for the present problem is initiated by 
countercurrent flooding at the top of the annulus where the 
vapor velocity is the highest rather than the local 
hydrodynamics at the heated surface, as in pool boiling. The 
correlation of critical heat flux, derived from the Wallis 
countercurrent flooding conditions, fits the experimental data 
satisfactorily for the gap Bond number in the range of 0.127 
to 3.17. The correlation is independent of the liquid surface 
tension. 
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Fig. 3 The comparison of the correlation and the data 

constant, C, in equation (8) has to be determined from ex
perimental data. 

Discussion 

The critical heat flux data listed in Table 1 for Freon-113, 
acetone, and distilled demineralized water with different 
dimensions of annuli and system pressures can be correlated 
by the equation (8). In Table 1, (Tw - Ts) is the wall 
superheat. From the best fit of the data the value of C is 
determined. In addition, the experimental data of Kusuda and 
Imura [5] for water, ethyl alcohol, and normal hexane are also 
correlated using the same constant. The resulting correlation 
is 

4(t)H77))>-38 <"» 
As shown in Fig. 3, the comparison of the correlation and 

the data is satisfactory. In the same figure, equation (8), with 
the C value taken from Wallis's flooding correlation for a 
sharp edge annulus (C = 0.7) [12], is also shown for com
parison. This value is close to the present data, but is not the 
best, even though it gives a slightly better fit to the data of 
Kusuda and Imura [5], A similar but different formulation 
has been derived by Nejat [8] for vertical tubes with a closed 
lower end. The constant value is also different. This is because 
the geometry concerned in [8] is different from the present 
study. 

It is interesting to point out that the data of [5] are based 
upon the experiments with the annulus heated from the outer 
surface. The present experiment is performed with the inner 
wall of the annulus heated. 

Since the present correlation is limited to small Bond 
numbers, the Wallis correlation for countercurrent flooding 
was used. The Wallis correlation is independent of liquid 
surface tension. Therefore, the present correlation is also 
independent of surface tension or the Bond number. 

Although the water has about three times higher surface 
tension than that of Freon-113 or acetone, all the data has 
been correlated satisfactorily by equation (11). 

Conclusion 
The critical heat flux in a narrow vertical annulus with a 

closed bottom is generally much lower than that in the open 
pool boiling due to the different controlling mechanisms. The 
critical heat flux for the present problem is initiated by 
countercurrent flooding at the top of the annulus where the 
vapor velocity is the highest rather than the local 
hydrodynamics at the heated surface, as in pool boiling. The 
correlation of critical heat flux, derived from the Wallis 
countercurrent flooding conditions, fits the experimental data 
satisfactorily for the gap Bond number in the range of 0.127 
to 3.17. The correlation is independent of the liquid surface 
tension. 
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d = 

H = 
k = 

M = 

n = 

r = 
T = 
t = 

V = 
AT = 

P = 

distance between adjacent 
nodes (m) 
latent heat of fusion (J/kg) 
thermal conductivity (W/mK) 
moisture content (percent of 
dry mass) 
number of nodes immediately 
surrounding focal node / ( - ) 
radial coordinate (m) 
temperature (K) 
time (s) 
volume (m3) 
temperature interval (K) 
density (kg/m3) 

Subscripts 

e = surface 
i,j = position nodes, ;' being the 

focal node and j any adjacent 
node 

0 = initial 
s = phase change 
w = water 
oo = ambient 

Introduction 

This study examines the suitability of the computerized 
finite-difference scheme HEAT [1] to calculate transient 
temperatures during axisymmetric thawing and heating of 
frozen wood logs. Logs to be cut into veneers must be thawed 
during the winter months and heat-conditioned for improved 
cutting performance. Estimates of log heating times required 
to reach target temperatures are important. The calculations 
have been compared with data from earlier experiments [2] in 
which logs were thawed in agitated water; one of these 
comparisons is discussed in some detail in the present article. 
A more explicit description of the thawing problem is given in 
[3] from which this paper was abstracted. 

Approach 

Applying the nonlinear heat conduction formulation to 
axisymmetric thawing, we have the following 

ridrl 
ari") dT 

k(r,T)r~ \{=P(r,T)c{r,T) dr}) — • - ' — • - ' at> 

0<r<re; t>0 

dT 

Yr 

Te = T^\ r = re; t>0 

T=T0; 0<r<re; t = 0 

= 0; r = 0; />0 

(la) 

(1*) 

(lc) 

(Id) 

The concept of two phases simultaneously existing during 
thawing is handled through only one equation by assuming 
position- and temperature-dependent thermal properties that 
discontinuously change with the phase. Latent heat effects are 
thought to be incorporated in the specific heat over a finite 
thawing-temperature interval [4]. 

HEAT [1] provides an approximate solution by way of 
solving simultaneous equations of the form 

dT, 

dt ' = £ Q ( 7 } - ^ ) 
y=i 

where 

Cj' V d, ) \ P i v i C i ) 

(2a) 

(2b) 

Fig. 1 Typical profile of Cy* over temperature 

The quantity C*h in addition to the constants Te and T0, is 
computer input data and must be evaluated for some tem
perature points, as shown in Fig. 1, by the dots.3 The fic
titious thawing interval, ATS, (Fig. 1) is a computational 
parameter, adjusted to obtain agreement with experimental 
results. Within the thawing interval the effective specific heat 

Ci=Ci,s + AT, 

where the latent heat of frozen wood is 

H,=H , ( 
M, - 30 percent \ 

M, +100 percent/ 

(3a) 

(3b) 

This concept considers only the free water (M > 30 percent) 
as frozen, the bound water phase change being negligible [5], 

Computations were carried out for the logs identified in 
experimental paper [2] as numbers 1, 4, 7, 10. In accordance 
with the known log specifications, thermal conductive 
properties were determined using [6]. The thermal property 
values of log No. 1 are given in Table 1. These values were 
used to prepare the computer input data of C*. 

Results and Discussion 

Temperature profiles of log No. 1 during thawing and 
heating are given in Fig. 2. The solid lines refer to data 
established in the earlier experiments [2]. Symbols represent 
the comparable computational results. For a given position 
and temperature, the discrepancy between measured and 
computed time was usually within the 10 percent target. This 
was also observed for the other three logs studied in the 
project. The computational error seemed to increase when the 
latent heat effect entered the calculations. This appears to be 
due to the discontinuity and the use of a fictitious thawing 
interval by which HEAT accommodates the latent heat effect. 
From a practical point of view, however, it appears that 
HEAT has provided acceptable solutions to the problem of 
axisymmetric thawing and heating of frozen wood logs with 
position- and temperature-dependent thermal properties. 

Calculations with constant, though distinct, thermal 
properties in each phase were considerably less cumbersome 
to prepare than with variable properties. The resulting error 
was usually again within target. 

Solutions have been generalized into charts [7], covering a 
large range of values that the nondimensionalized parameters 
can assume. This was done to assist heating vat operators at 
veneer mills in estimating log thawing times without their 
having to resort to finite-difference techniques. 

We define Cjj as the conductance per unit capacitance. In this way, we 
circumvent the shortcoming of HEAT which allows only the conductance but 
not the capacitance to be temperature-dependent. 
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Table 1 Thermal properties of log No. 1 

Node r 
(m) (kg/m3) 

c x W 
(J/kgK) 

k 
(W/mK) 

-23°C - .5(- )°C .5( + )0Ca .5(-)°C° .5( + )°C 27°C -23°C .5°C .5°C 27°C 
1" 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

.1524 

.1397 

.1270 

.1143 

.1016 

.0889 

.0762 

.0635 

.0508 

.0381 

.0254 

.0127 

.0000 

840 
840 
860 
860 
860 
850 
860 
850 
800 
750 
810 
840 
880 

2.0 
2.0 
2.0 
2.0 
2.0 
2.1 
2.1 
2.1 
2.1 
2.1 
2.1 
2.1 
2.2 

2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.4 
2.4 
2.4 

120 
130 
130 
140 
140 
150 
160 
160 
160 
160 
180 
200 
210 

120 
130 
130 
140 
140 
150 
160 
160 
160 
160 
180 
200 
210 

3.0 
3.0 
3.0 
3.1 
3.1 
3.2 
3.2 
3.2 
3.2 
3.2 
3.4 
3.5 
3.6 

3.1 
3.2 
3.2 
3.2 
3.2 
3.3 
3.4 
3.4 
3.4 
3.4 
3.5 
3.7 
3.8 

.41 

.43 

.44 

.45 

.46 

.47 

.47 

.46 

.44 

.46 

.50 

.56 

.40 

.41 

.43 

.44 

.45 

.46 

.45 

.45 

.43 

.45 

.49 

.55 

.31 

.32 

.33 

.33 

.33 

.34 

.33 

.32 

.31 

.32 

.34 

.37 

.34 

.35 

.36 

.37 

.37 

.38 

.37 

.35 

.34 

.36 

.38 

.41 

"includes latent heat 
^surface node with specified temperature Te 

27°C 

f-T-*ip 

10 20 

HEATING TIME (h) 
Fig. 2 Transient temperature distribution in log No. 1 
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A Numerical Study of the Thawing Process of a Frozen 
Coal Particle 

J. F. Raymond1 and B. Rublnsky1 

Introduction 

The following work is relevant to problems inherent to the 
transport of coal by rail during the winter months. Mined coal 
contains significant quantities of water due to its porosity. 
Consequently, it freezes as it is transported by boxcar to the 
processing plant [1]. The frozen coal particles adhere to 
themselves and to the boxcar, requiring the use of various 
heating devices to thaw the coal prior to unloading or the use 
of mechanical techniques to free the coal from the boxcars 
[1]. Production costs have been significantly increased due to 
the time lost to heating the boxcars and thawing the coal. An 
analysis of the thawing process could provide meaningful 
insight into minimizing the economic disadvantages incurred 
as coal is transported under harsh winter conditions. 

A recent study [2] has recognized that the thawing process 
in a conglomerate of frozen coal particles is influenced by the 
natural and forced convection heat transfer mechanisms. This 
paper concentrates on the thawing process of a single coal 
particle in the presence of natural convection. As a sim
plification, the coal particle is modeled as a radially sym
metric sphere. A numerical analysis, using the finite element 
method, provides the radial movement of the phase front with 
time and the radial temperature distribution. Interesting 
results have been obtained regarding the thawing time, as 
parameters such as ambient air temperature and humidity 
ration have been varied. The numerical model accounts for 
water condensation or evaporation from the coal particle 
surface. 
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Table 1 Thermal properties of log No. 1 

Node r 
(m) (kg/m3) 

c x W 
(J/kgK) 

k 
(W/mK) 

-23°C - .5(- )°C .5( + )0Ca .5(-)°C° .5( + )°C 27°C -23°C .5°C .5°C 27°C 
1" 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

.1524 

.1397 

.1270 

.1143 

.1016 

.0889 

.0762 

.0635 

.0508 

.0381 

.0254 

.0127 

.0000 

840 
840 
860 
860 
860 
850 
860 
850 
800 
750 
810 
840 
880 

2.0 
2.0 
2.0 
2.0 
2.0 
2.1 
2.1 
2.1 
2.1 
2.1 
2.1 
2.1 
2.2 

2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.3 
2.4 
2.4 
2.4 

120 
130 
130 
140 
140 
150 
160 
160 
160 
160 
180 
200 
210 

120 
130 
130 
140 
140 
150 
160 
160 
160 
160 
180 
200 
210 

3.0 
3.0 
3.0 
3.1 
3.1 
3.2 
3.2 
3.2 
3.2 
3.2 
3.4 
3.5 
3.6 

3.1 
3.2 
3.2 
3.2 
3.2 
3.3 
3.4 
3.4 
3.4 
3.4 
3.5 
3.7 
3.8 

.41 

.43 

.44 

.45 

.46 

.47 

.47 

.46 

.44 

.46 

.50 

.56 

.40 

.41 

.43 

.44 

.45 

.46 

.45 

.45 

.43 

.45 

.49 

.55 

.31 

.32 

.33 

.33 

.33 

.34 

.33 

.32 

.31 

.32 

.34 

.37 

.34 

.35 

.36 

.37 

.37 

.38 

.37 

.35 

.34 

.36 

.38 

.41 

"includes latent heat 
^surface node with specified temperature Te 

27°C 

f-T-*ip 
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Fig. 2 Transient temperature distribution in log No. 1 
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Introduction 

The following work is relevant to problems inherent to the 
transport of coal by rail during the winter months. Mined coal 
contains significant quantities of water due to its porosity. 
Consequently, it freezes as it is transported by boxcar to the 
processing plant [1]. The frozen coal particles adhere to 
themselves and to the boxcar, requiring the use of various 
heating devices to thaw the coal prior to unloading or the use 
of mechanical techniques to free the coal from the boxcars 
[1]. Production costs have been significantly increased due to 
the time lost to heating the boxcars and thawing the coal. An 
analysis of the thawing process could provide meaningful 
insight into minimizing the economic disadvantages incurred 
as coal is transported under harsh winter conditions. 

A recent study [2] has recognized that the thawing process 
in a conglomerate of frozen coal particles is influenced by the 
natural and forced convection heat transfer mechanisms. This 
paper concentrates on the thawing process of a single coal 
particle in the presence of natural convection. As a sim
plification, the coal particle is modeled as a radially sym
metric sphere. A numerical analysis, using the finite element 
method, provides the radial movement of the phase front with 
time and the radial temperature distribution. Interesting 
results have been obtained regarding the thawing time, as 
parameters such as ambient air temperature and humidity 
ration have been varied. The numerical model accounts for 
water condensation or evaporation from the coal particle 
surface. 
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Previous work regarding phase transformation in a fluid 
which permeates a porous solid matrix has been performed in 
connection with the artificial freezing of soil [3], the thawing 
of permafrost [4], and condensation in fibrous insulation [5]. 
Several numerical methods using finite elements for the 
solutions of phase transformation problems have been 
reported in the technical literature. They include the use of the 
enthalpy model [6] and the phase front tracking methods [7, 
8, 9]. Recent studies on solidification processes in a one-
dimensional spherical geometry employ perturbation methods 
[10] and the finite difference method [11]. The significance of 
this study is that it presents a numerical solution by means of 
finite elements and that it includes the effects of condensation 
or evaporation on the outer surface. 

h(VT0) 

Analysis 
The porous coal sphere is initially saturated with water, and 

uniform composition is assumed. The particle is assumed to 
be suspended in an isothermal field governed by natural 
convection, and the water in the porous matrix is completely 
frozen at the initial time. A step change in the ambient air 
temperature will initiate the melting of the ice in the coal 
particle. Depending on the temperature of the outer surface of 
the particle and the moisture content in the ambient air, water 
will either condense on the coal particle surface or evaporate 
from the surface. It is assumed that film condensation occurs 
on the outer surface and that the condensate layer is negligibly 
thin. Ignoring the water shell around the particle will tend to 
optimize the thawing rate for most cases considered. During 
evaporation it is assumed that the melting ice provides an 
infinite reservoir of moisture transported to the surface due to 
the capillary action of the pores. The air on the surface of the 
coal particle is saturated and the moisture content will depend 
on the surface temperature of the coal particle. A simplified 
one-dimensional analysis will be performed for the problem, 
and the discussed geometry is shown schematically in Fig. 1. 

As a result of the physical assumption, the governing 
equations reduce to 

(pcp)e dt 
^eff.m 

dr V dr / (1) 

where m = s,/for the solid or liquid regions, respectively, 6m 

= Tm - Tph; Tis temperature; t, time; r, radius; a n d R , the 
outer radius of the coal particle. The effective properties are a 
combination of the thermal properties of coal and the thermal 
properties of the solid or liquid phase of water 

^efi> = (1 - t)kc + ek„,, (pc)eff|„, = [(1 - e)(pc)c + e(pc),„ ] (2) 

where p is density; c, heat capacity; k, thermal conductivity; e 
= volumetric water fraction; and the subscript c stands for 
coal. The formulation of the efffective properties given above 
assumes that parallel heat flow occurs in coal and water. This 
model will give a maximal value for the thermal conductivity 
in a porous media, [12]. 

Note that during thawing with evaporation the water 
content in the thawed region will change with time. This 
model allows for the consequent variation of the effective 
properties in the thawed region by changing the values for the 
volumetric water fraction, e, in equation (2) as a function of 
time to satisfy conservation of mass in the coal particle. The 
model assumes that the effective properties are independent 
on the space variable, i.e., a uniform water distribution is 
assumed in the thawed region. The possibility of a dry-out 
front, providing a second phase interface moving in from the 
surface, is also neglected. This is consistent with the absence 
of a water distribution in the thawed region and is reasonable 
for small geometries due to the capillary action of the pores. 
The thermal properties in this analysis were taken to be in
dependent of temperature although the numerical method 

Node I ^ Node n^ Node 2 • 
Fig. 1 Schematic of coal particle and typical finite element section 

used here does not preclude the variation of thermal 
properties with temperature. 

The initial condition and the boundary conditions in the 
solid and liquid regions are given by equation (3) 

Ar,0) = dr, 
dr 

-0;-k, eff/" 
dd{R,t) 

dr 

= h(6{oo,t)-d{R,t))-mh •ft, (3) 

where h is an average heat transfer coefficient, m the water 
mass flux, and hjg the latent heat of vaporization. The water 
mass flux, m, for an air-water vapor system is given by [13] 

m = i 
m(o°,t)-m(R,t) 

(4) 
m(R,f)-l 

where m is the mass fraction of water vapor in air (kg 
water/kg air), while g is the mass transfer conductance, which 
for water vapor in air is equal to h/c [13]. The mass fraction, 
m, can be defined in terms of P, the total pressure of the water 
air mixture, and P„, the partial pressure of water vapor [13] 

P" (5) m 1.61P-0.61/3,,. 
The conditions on the phase change interface are 

dds{s,t) 
*-eff> " - * , efV 

d6f(s,t) 
= Pf'6'L' 

ds 

dr c'lJ dr ^ dt ' 

ei(?,tj = 0/(s,f) = O (6) 

The radially symmetric sphere has been divided into 
spherical sectors of parametric elements. Such an element is 
shown in Fig. 1. The temperature is taken to be uniform 
across the surface area defined by each node location. The 
standard finite element formulation used in the solution of 
this problem is [14] 

C'i+K-6=Q (7) 

The specific matrices for the problem discussed in this work 
are given below. 

K=KC + KNC;Q = QNC + QH (8) 

where 

//<"" •(/oc)eff//<""./-2rfr 
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Table 1 Thermophysical properties 
Coal Ice Water 

Density 
Heat capacity 

Conductivity 

Latent heat 
vaporization 

Latent heat 
melting 

0.135 xlO 4 

CU70X104 

0.025 XlO" 3 

-

-

0.897 XlO3 

0.123 XlO4 

0.225 x l O " 2 

-

0.325 XlO3 

0.100 XlO4 

0.423 XlO4 

0.552xlO~3 

0.250 xlO 4 

-

kg/m3 

J / k g - K 

KW/m - K 

kJ/kg 

KJ/kg 

J l_ 
0.0 0.2 0.4 0.6 0.8 

Radius, r, cm 
Fig. 2 Final temperature distribution with variation in degree of 
saturation 

0.08 

0.06 

0.04 

0.02 
* 
E 

•2" 0.00 
o 

£ -0.02 h 

-0.04 

-0.06 

-0.08 

-0.10 

30"C 

Evaporation 

10.2 0.4 0.6 0.8 1.0 
-i—\-i 1 1—i 1 1 1 1 1 1-

Condensation 

Fig. 3 Mass of water leaving surface versus degree of saturation 

Kc = 

KNC = 

QNC = 

QH = 

tlr' LI \ (,») B^T-k,(rB^-r2'dr 

4TT'(Hsr-ffHs)R2 

4T'(HST'h-Hs)R2'd(oo,t) 

4-w(HST'h-Hs)R2' 
(m(oo,t)-m(R,T)) 

c(m(R,t)-\) 

where the superscript (m) indicates element (m)\ superscript s 
indicates the surface, and T transpose of matrix. 

It should be noted in the solution of equation (6) that QH is 
dependent upon 0 through the values for m(R,t), the humidity 
ratio of the air at the outer surface of the coal particle. The 
energy released due to the change of phase is regarded in this 
work as an additional heat source of intensity 

Qs=4irpeL-s2 ds_ 

~~dt 
(10) 

The front tracking finite element method utilizes an ad
ditional node, n, to define the phase front location. The 
location of this node is tracked continuously in time. The 
node is regarded as an external node of any element. Since a 
linear interpolation function is used to this solution, a two-
node element is divided into two new elements when the phase 
front is located within the element. The global heat capacity 

and conductivity matrices are updated at each time step for 
the new position of the phase front location. The energy 
released on the phase change interface is considered a local 
heat source at the node corresponding to the change of phase 
interface. Equation (6) is solved at time, t, using an Euler-
forward integration scheme, for the temperature at time t + At 
at all the stationary nodes and for the position of the phase 
change interface at time t + At at the node corresponding to 
the phase change location. A detailed description of this 
numerical method has been presented by Rubinsky and 
Cravalhoin [9]. 

Discussion 

Parametric studies were made using the finite element 
program described in the previous section. Ambient air 
temperature, and humidity ratio were varied to determine 
their effect on the melting rate and the temperature 
distribution of the frozen coal sphere. The tests were run for a 
sphere of 1-cm radius. An initial temperature of 0°C was 
assumed for the coal particle, and a uniform time step of one 
second was used throughout the analysis. The initial tem
perature of 0°C was used to reduce the number of variable 
parameters. The thermal properties used in this analysis are 
listed in Table 1. The heat transfer coefficient for natural 
convection around a sphere was calculated from [15], while 
the expression for the partial pressure of water in the air as a 
function of temperature was taken from [16]. The results of 
these tests are depicted in the attached graphs. 
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Fig. 4 Dimensionless phase front location versus time with varying 
degrees of saturation and ambient temperature 

Figure 2 shows the temperature profile at the instance the 
phase change interface will reach the center of the sphere and 
it indicates the time at which the center will be reached as a 
function of the humidity ratio in the air. The conditions for 
which the results have been obtained are given in the figure. 
The degree of saturation fx in the ambient air is the ratio of the 
humidity ratio at specified conditions to that at full saturation 
[16]. An increase in the degree of saturation from 0 to 30 
percent at 30 °C reduces the dimensionless thawing time, T = 
<xf' t/R

2, by one half. The effect is significant and is due to the 
additional heat generated on the coal surface during con
densation. Figure 2 shows that the temperature profile in the 
coal particle at the time of total melting increases as the degree 
of saturation p. is increased. This suggests that condensation is 
a predominant heat transfer mechanism which could con
siderably affect the thawing time in a load of frozen coal. 

The amount of water evaporated or condensed on the coal 
particle surface is shown in Fig. 3 for various ambient con
ditions. 

Figure 4 shows the position of the phase front as a function 
of time for moist air at 80°C and for dry air at 100 and 300°C. 
When compared, the time required to thaw a coal particle in 
the presence of 300°C is comparable to that required to thaw 
the particle in the presence of 80°C saturated air. 

Conclusions 
A finite element method using a front tracking technique 

was applied for the solution of the problem of thawing a coal 
particle in the presence of condensation or evaporation from 
the outer surface. 

The conclusions to be drawn from the tests completed 
strongly indicate that the thawing time is most significantly 
reduced by means of an increased humidity ratio in the 
ambient air. The effect of condensation is to be highly 
regarded as a most expeditious means of increasing the rate of 
melting. Merely controlling the degree of moisture in the 
ambient air provides an alternative for enhancing the thawing 
process by simple, economic means. Such a method would 
eliminate the hazard of spontaneous ignition when air at a 
high temperature is used to thaw the coal. 
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Heat Transfer With Ablation in a Half-Space Subjected 
to Time-Variant Heat Fluxes 

B. T. F. Chung1, T. Y. Chang2, J. S. Hsiao3, and C. I. 
Chang4 

Heat transfer in solids involving ablation is of great im
portance in numerous military and space applications. To 
date, the only available exact solution is restricted to the case 
of semi-infinite solids subject to a uniform heat flux [1]. 
Analytical approximate solutions of the same problem were 
presented by Goodman [2, 3] and Altman [4] using a heat 
balance integral method. 

To simulate the ablation phenomena in the atmosphere 
entry environment, Vallerani [5] applied the heat balance 
integral technique to a class of ablation problems of a semi-
infinite solid subjected to heat flux of the form q0 ~ f", 
where m is a constant; Zien [6, 7] employed the 0-moment 
integral method to treat one-dimensional transient ablation 
problem with two specific time-dependent boundary heat 
fluxes, namely, q0 ~ tm and q0 ~ e'. A large discrepancy was 
detected in the predicted ablation speed and ablation thickness 
based on these two approximate analyses. 

The purpose of this study is to present an exact solution for 

' The University of Akron, Akron, Ohio 44325 .Mem. ASME 
^The University of Akron, Akron, Ohio 44325. Student Mem. ASME 

Naval Research Laboratory, Washington, D.C. 20375. Assoc. Mem. ASME 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 17, 
1982. 

200 / Vol. 105, FEBRUARY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



.0 2.0 
Dimensionless t ime, T 

3.0 

Fig. 4 Dimensionless phase front location versus time with varying 
degrees of saturation and ambient temperature 

Figure 2 shows the temperature profile at the instance the 
phase change interface will reach the center of the sphere and 
it indicates the time at which the center will be reached as a 
function of the humidity ratio in the air. The conditions for 
which the results have been obtained are given in the figure. 
The degree of saturation fx in the ambient air is the ratio of the 
humidity ratio at specified conditions to that at full saturation 
[16]. An increase in the degree of saturation from 0 to 30 
percent at 30 °C reduces the dimensionless thawing time, T = 
<xf' t/R

2, by one half. The effect is significant and is due to the 
additional heat generated on the coal surface during con
densation. Figure 2 shows that the temperature profile in the 
coal particle at the time of total melting increases as the degree 
of saturation p. is increased. This suggests that condensation is 
a predominant heat transfer mechanism which could con
siderably affect the thawing time in a load of frozen coal. 

The amount of water evaporated or condensed on the coal 
particle surface is shown in Fig. 3 for various ambient con
ditions. 

Figure 4 shows the position of the phase front as a function 
of time for moist air at 80°C and for dry air at 100 and 300°C. 
When compared, the time required to thaw a coal particle in 
the presence of 300°C is comparable to that required to thaw 
the particle in the presence of 80°C saturated air. 

Conclusions 
A finite element method using a front tracking technique 

was applied for the solution of the problem of thawing a coal 
particle in the presence of condensation or evaporation from 
the outer surface. 

The conclusions to be drawn from the tests completed 
strongly indicate that the thawing time is most significantly 
reduced by means of an increased humidity ratio in the 
ambient air. The effect of condensation is to be highly 
regarded as a most expeditious means of increasing the rate of 
melting. Merely controlling the degree of moisture in the 
ambient air provides an alternative for enhancing the thawing 
process by simple, economic means. Such a method would 
eliminate the hazard of spontaneous ignition when air at a 
high temperature is used to thaw the coal. 
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to Time-Variant Heat Fluxes 
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Heat transfer in solids involving ablation is of great im
portance in numerous military and space applications. To 
date, the only available exact solution is restricted to the case 
of semi-infinite solids subject to a uniform heat flux [1]. 
Analytical approximate solutions of the same problem were 
presented by Goodman [2, 3] and Altman [4] using a heat 
balance integral method. 

To simulate the ablation phenomena in the atmosphere 
entry environment, Vallerani [5] applied the heat balance 
integral technique to a class of ablation problems of a semi-
infinite solid subjected to heat flux of the form q0 ~ f", 
where m is a constant; Zien [6, 7] employed the 0-moment 
integral method to treat one-dimensional transient ablation 
problem with two specific time-dependent boundary heat 
fluxes, namely, q0 ~ tm and q0 ~ e'. A large discrepancy was 
detected in the predicted ablation speed and ablation thickness 
based on these two approximate analyses. 

The purpose of this study is to present an exact solution for 
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one-dimensional ablation in a solid subject to time-varying 
heat fluxes using a coordinate transformation coupling a 
finite difference scheme. The results are then used to compare 
with the corresponding analytical approximate solutions. 
Three different heat flux boundary conditions are considered. 
They are in terms of linear, exponential, and "power-law" 
functions of time. 

Mathematical Analyses 
Consideration is given to the case of one-dimensional heat 

conduction in a semi-infinite solid which is initially at a 
uniform temperature, T0. The solid is subjected to a time 
variant heat flux at the front surface (x = 0). The surface 
temperature starts to increase until it reaches the melting 
temperature, Tm. As a result, ablation takes place. The 
problem can be best analyzed by subdividing it into two time 
domains, namely, preablation and ablation periods. 
Assuming constant thermal properties of the material and 
further assuming that the melt is completely removed upon 
formation, we can write the governing equations for each time 
period as follows: 

Preablation period: 

36 d2( 
dt 

Q<t<tm, 0<x<<x 

-k 
de 

~dx 

dx2 

= 0 at t = 0, 0<x<oc 

= — — at x = 0, t>0 
T,„-T0 

0 = 0 as x—<x, t>0 

Ablation period: 

dd 

dt 

d2e 

~dxT 

at 

6» = 0 

0=1 

11 
dx 

as 

at 

tm<t <oc, S<X<<x 

t=tm, S<X<<x 

X-oc; t>tm 

X = s(t), t>tm 

ds 
-k(Tm-T0)—+PH—=q0(.t) at x=s(t), t>t„ 

dt 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

where 0 = (T—T0)/(Tm — T0), s is ablation thickness, q0 is 
the heat flux at the boundary, Hthe heat of ablation, t,„ is the 
time when the ablation just starts, and 0, is the temperature 
distribution at the onset of the ablation. Both 0, and tm are 
obtained from the solution of preablation period. Equations 
(1-9) will be solved using the heat balance integral, 0-moment 
integral, and finite difference methods. 

Heat Balance Integral Method. 
Preablation Period. Integrating equation (1) from 0 to <x, 

and introducing an exponential temperature profile of the 
form [5] 

0= [q0 hl(Tm -T0)k]exp[-x/8] gives 5= [a/q0\'0 q0 dt]'A 

Closed form solutions for 5 can be obtained for each of 
specified heat fluxes mentioned above and were given in 
reference [8]. 

Ablation Period. Integrating equation (5) from the 
recession surface position, s(t) to infinity, making use of 
equations (7-9) and assuming a temperature profile of the 
form, 0 = exp [ - (x—s)/8], we obtain the following ex
pressions 

rf6+4 = 4 do) 
dt dt 

ds 
k(Tm-T0)/8+PH-~=q0 

dt 
(11) 

5 and s can be solved from equations (10) and (11) by using 
Runge-Kutta method with the aid of initial condition, 5 = 0, 
5 = 5,„ at t = tm. For the case of constant heat flux at wall, 
equations (10) and (11) can be solved exactly. 

0- Moment Integra) Method. 
Preablation Period. A second integral equation is 

established by multiplying 0 on both sides of equation (1), 
integrating the resulting expression from 0 to infinity, and 
employing the following temperature distribution suggested 
by Zien [6, 7] 

Gob 
(Tm-T0)k 

0exp (-1) 
there is obtained 

53</>2 

82</>=—[ qQ(t)dt 
q0 Jo 

2a [' 
q% Jo 

q04> 5 (2- <t>)dt 

(12) 

(13) 

(14) 

Both <f> and 8 can be solved in closed forms for the 
aforementioned three types of heat flux (see reference [8] for 
details) 

Ablation Period. For the ablation period, the following 
integral equation is employed in addition to the conventional 
heat balance integral equation 

d_ 

dtis dt 

Using 0 = exp[-(x—s)/8] along with the heat balance in
tegral equation and equations (8-9) we arrive at 

db 
( l + 3 e ) — - -2a(\ + v)/b=-2yq0(t) (16) 

f °° , ds ( dd \ f"/ 36 \ 2 

• 62dx+~--=-2a( — ) - 2 a ( — ) dx: (15) 1 is dt V dx / x=s is \ dx ) 

dt 

1 + v L J tm 
q0(t)dt+8m-8\ (17) 

wherey = l/[pCp(Tm — T0)]. Both tm and 8m are obtained 
from the preablation period. Note that equation (17) is more 
general as compared to Zien's formula [7], since the former is 
applicable to any time-dependent boundary heat flux. 

Numerical Solution. 
Preablation Period. Taking Laplace transform 

equations (1-4) with the aid of convolution theorem gives 
of 

• < 
' q0(t-v) 

V TTV 
-exp (-—) dv (18) 

where 0 = ^a/(Tm-T0)k. With q0(v) specified above, the 
closed-form solutions for commencing melting time, tm, can 
be obtained [8]5. 

Ablation Period. Employing the coordinate 
formations, z = (x-s)/^Jat,„ and y = (t—tm)/tm, 
tions (5-9) are reduced to 

1L 
dy 

d2e 

1? + a dt \ dz ) 

0 = 0 

0=1 

at 

as 

at 

^ = 0 

z - « , 

z = 0, 

y>0, 0<z<cx 

z > 0 

y>0 

y>0 

trans-
equa-

(19) 

(20) 

(21) 

(22) 

-k(T^-T0) 

Va/m 

90 ds 
— +pH—=q0{t) 
dz dt 

at z = 0, y>0 

(23) 

'Equation (34) of reference [8] is in error. It should read: tm is the root of 
equation: erf(t„,/tc)exp(tm/tc) = \/(A0tc

y'). 
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Fig. 1 Comparisons of ablation thickness and speed of various 
methods for q0 = t 
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Fig. 2 Comparisons of ablation thickness and speed of various 
methods for q0 = exp(f/tc) 

It is seen that the moving boundary is converted to a 
stationary one through the transformation. An explicit finite 
difference scheme is now chosen for solving equation (19). 
With a choice of Ay/Az2 = 1/2, the finite difference 
representation of equation (19) reads 

a _ l I",, Vm ds ^ l f l 

Fig. 3 Comparisons of ablation thickness and speed of various 
methods for q 0 = 100(10 + t) 

1 r [tZ ds Az 1 „ 

where 6(z,y) = 0(/Az, jAy). The ablation speed is evaluated 
from equation (23) 
ds 1 r t^ , k(Tm-T0)[ 11 
dt pH(- 2\lat,„Az L 3 

- 3 0 3 , , + y 04,,]] (25) 

Substituting equation (25) into equation (24), the temperature 
distribution at the next time increment is computed explicitly. 
The current temperature distribution is then substituted into 
equation (25) to evaluate the ablation speed. 

Results and Discussion 
Typical numerical results based on the aforementioned 

three different analyses are illustrated in Figs. 1-3. Three 
specific heat flux boundary conditions are chosen in the 
present computations, namely, q0 = t2, q0 = e'"': and g0 = 
1000 + 100 t. The reference time, characteristic length and 
characteristic speed, employed in the plots are tc = 1 s, 
/^Vatfc.and Vc=^lct/tc, respectively. [T= (t — tm)/tc]. The 
values of thermal diffusivity, heat of ablation, conductivity, 
and temperature difference, (Tm — T0) are taken to be 1.30 X 
10~7 m2/s, 3.38 x 108 W-s/Kg, 2.22 W/m-°K and 20°K, 
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the smaller time. This is especially true for the case of ex
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the finite element heat transfer analysis involving ablation are 
documented elsewhere [9]. This finite element solution could 
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ference solutions. In general, the 0-moment integral method 
shows a good improvement over the heat balance integral 
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method. The drawback of Zien's method is that it fails to 
predict a zero speed at the onset of ablation as it should be. 
Nevertheless, the method has its merits in view of its sim
plicity and general accuracy. 
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Optimal Heat Transfer Assemblies With Thin Straight 
Fins 

M. Kovarik1 

A simple criterion of optimality of finned duct assemblies for 
heat transfer is defined. A necessary condition of optimality 
in the defined sense is found for assemblies with straight thin 
fins. A reduction of design effort resulting from the ap
plication of this condition is demonstrated. 

Nomenclature 
a = scaling parameter, see equation (6) 

A = fin cross-sectional area, m2 

B = function expressing boundary 
condition 

c = cost of assembly per unit length of 
duct, dollar/m 

c0 = cost per unit length of duct, 
dollar/m 

C\ = cost per unit volume of fin, 
dollar/m3 

Dt2 = constants of integration 
h = heat transfer coefficient, W/m2K 
/ = integral defined by equation (16) 
J = performance index, W/dollar 
k = thermal conductivity, W/mK 
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m = fin parameter, see equation (26), 
dimensionless 

n = number of fins 
q = rate of heat loss per unit projected 

area of fin, W/m2 

Q = heat flux at the root of the fin, per 
unit length, W/m 

s — function prescribing the values of 
the (ky) product 

t -- temperature, °C 
Tn = temperature of the tip, °C 
Tt = temperature of the root, °C 

v = fin thickness, m 
x = width coordinate, dimensionless 
X = fin width, m 
y = thickness coordinate, dimensionless 
Y = fin thickness at root, m 
z = fin width coordinate, m 

1 Introduction 
The design of extended heat transfer surfaces in the shape 

of fins has been analysed with a view to obtaining the lowest 
possible mass of heat conducting material for a given heat 
flux to be transferred from the surface to the environment. 
The earliest work by Schmidt [1] is concerned with linear heat 
transfer and uniform coefficient of heat transfer over the 
entire fin surface, with a constant thermal conductivity of 
material. Schmidt's results are supported by a more rigorous 
treatment of the same problem by Le Foil et al. [2]. Duffin [3] 
recasts the problem into a variational form and confirms that, 
under the conditions summarised above, the fin of minimum 
mass is so shaped that its temperature is a linear function of 
the distance from the tip of the fin. 

The more complex problem of optimal fin with a more 
general temperature dependent heat rejection mode is 
discussed by Wilkins [4] and a set of solutions for fourth-
power radiation heat transfer is given by the same author [5]. 
References [1-5] restrict attention to the mass of the fin itself, 
rather than to the broader problem involving the entire finned 
duct assembly. 

Optimal arrangement of heat collecting finned pipes has 
been studied by the present author [6], the consideration 
including the cost of both the pipes and the fins, subject to 
linear uniform heat transfer. 

Recent numerical work by Sparrow et al. [7] shows that in 
fin arrays in a forced convection system the heat transfer 
coefficient varies along the fin. Their results "demonstrate 
that the conventional uniform heat transfer coefficient model 
is inapplicable to shrouded fin arrays". More recently a 
nonuniform heat transfer coefficient has been reported by 
Sparrow and Acharya [8] in fins cooled by natural con
vection. 

The recent findings [7, 8] indicate the inapplicability of 
optimal design results based on uniform heat transfer 
coefficient to some arrangements of finned ducts, and cast 
doubt on many others. 

The consideration of position-dependent and nonlinear 
heat transfer processes leads to differential equations for 
which no general analytical method of solution is available. 
Numerical methods of evaluation must be resorted to and 
approximate solutions are obtained. However, any general 
property of optimal solutions can serve as an accuracy check 
on approximate solutions, and more usefully, as a necessary 
condition suitable for the elimination of variables. If a 
necessary condition can be applied in the analysis, the search 
for an optimum is reduced in scope by one dimension. In the 
following two sections, a general necessary condition of 
optimal solutions to a problem of finned duct assemblies is 
derived. 
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Optimal Heat Transfer Assemblies With Thin Straight 
Fins 
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A simple criterion of optimality of finned duct assemblies for 
heat transfer is defined. A necessary condition of optimality 
in the defined sense is found for assemblies with straight thin 
fins. A reduction of design effort resulting from the ap
plication of this condition is demonstrated. 

Nomenclature 
a = scaling parameter, see equation (6) 

A = fin cross-sectional area, m2 

B = function expressing boundary 
condition 

c = cost of assembly per unit length of 
duct, dollar/m 

c0 = cost per unit length of duct, 
dollar/m 

C\ = cost per unit volume of fin, 
dollar/m3 

Dt2 = constants of integration 
h = heat transfer coefficient, W/m2K 
/ = integral defined by equation (16) 
J = performance index, W/dollar 
k = thermal conductivity, W/mK 
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m = fin parameter, see equation (26), 
dimensionless 

n = number of fins 
q = rate of heat loss per unit projected 

area of fin, W/m2 

Q = heat flux at the root of the fin, per 
unit length, W/m 

s — function prescribing the values of 
the (ky) product 

t -- temperature, °C 
Tn = temperature of the tip, °C 
Tt = temperature of the root, °C 

v = fin thickness, m 
x = width coordinate, dimensionless 
X = fin width, m 
y = thickness coordinate, dimensionless 
Y = fin thickness at root, m 
z = fin width coordinate, m 

1 Introduction 
The design of extended heat transfer surfaces in the shape 

of fins has been analysed with a view to obtaining the lowest 
possible mass of heat conducting material for a given heat 
flux to be transferred from the surface to the environment. 
The earliest work by Schmidt [1] is concerned with linear heat 
transfer and uniform coefficient of heat transfer over the 
entire fin surface, with a constant thermal conductivity of 
material. Schmidt's results are supported by a more rigorous 
treatment of the same problem by Le Foil et al. [2]. Duffin [3] 
recasts the problem into a variational form and confirms that, 
under the conditions summarised above, the fin of minimum 
mass is so shaped that its temperature is a linear function of 
the distance from the tip of the fin. 

The more complex problem of optimal fin with a more 
general temperature dependent heat rejection mode is 
discussed by Wilkins [4] and a set of solutions for fourth-
power radiation heat transfer is given by the same author [5]. 
References [1-5] restrict attention to the mass of the fin itself, 
rather than to the broader problem involving the entire finned 
duct assembly. 

Optimal arrangement of heat collecting finned pipes has 
been studied by the present author [6], the consideration 
including the cost of both the pipes and the fins, subject to 
linear uniform heat transfer. 

Recent numerical work by Sparrow et al. [7] shows that in 
fin arrays in a forced convection system the heat transfer 
coefficient varies along the fin. Their results "demonstrate 
that the conventional uniform heat transfer coefficient model 
is inapplicable to shrouded fin arrays". More recently a 
nonuniform heat transfer coefficient has been reported by 
Sparrow and Acharya [8] in fins cooled by natural con
vection. 

The recent findings [7, 8] indicate the inapplicability of 
optimal design results based on uniform heat transfer 
coefficient to some arrangements of finned ducts, and cast 
doubt on many others. 

The consideration of position-dependent and nonlinear 
heat transfer processes leads to differential equations for 
which no general analytical method of solution is available. 
Numerical methods of evaluation must be resorted to and 
approximate solutions are obtained. However, any general 
property of optimal solutions can serve as an accuracy check 
on approximate solutions, and more usefully, as a necessary 
condition suitable for the elimination of variables. If a 
necessary condition can be applied in the analysis, the search 
for an optimum is reduced in scope by one dimension. In the 
following two sections, a general necessary condition of 
optimal solutions to a problem of finned duct assemblies is 
derived. 
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2 The Problem Formulation 
Consider a fin of given profile. Let the fin be straight, i .e., 

such that its surface is formed by translat ion of the cross 
section, as in Fig. 1, along a straight line normal to its plane, 
and thin so that the heat flow in the fin is in one direction. 

With reference to Fig. 1, the dimensionless quantities x and 
y are defined as 

x = zlX (1) 

y = v/Y (2) 

y being the dimensionless thickness of the fin. 
The heat is assumed to flow in the x-direction within the fin 

and leave the surface of the fin with flux density, q; this is 
assumed to depend in an arbitrary manner on the position, x, 
and the local temperature, t. 

An energy balance on the differential element, dx, of the fin 
yields 

I fal)-*2 *-'*<'•*> (3) 

where k is the thermal conductivity. 
The heat transfer process is postulated to be independent of 

the scale factors X and Y. 
With boundary conditions in the form 

Ba(t,dt/dx) = 0 (4a) 

Bl(t,dt/dx) = 0 (Ab) 

for both ends, equations (3) and (4) represent a second-order 
boundary value problem. 
For any prescribed product (ky) - s(x) and heat flux density 
q(t,x), the particular integral, if it exists, has the form 

t^tia^D^DJ (5) 

where 

a=X2Y~1 (6) 

and the constants Dx and D2 correspond to the boundary 
conditions expressed in equation (4). 
The heat flux at the root per unit length of duct is 

Q=X<\iag(t,X)dx 

fin i 

'[ ydx 
Jo 

The cross-sectional area of the fin in the .vj '-plane 
I 

A=XY\ 

(7) 

(8) 

3 Optimization 
If the cost of a fin is propor t ional to its cross-sectional area 

with the cost per unit volume of material being c, and the cost 
per unit length of the at tached duct or pipe c 0 , then the cost of 
unit length of a duct with n identical fins is 

c = cfj + cxnA (9) 

A simple performance index which can be defined in the 
above terms is the quant i ty of heat flux dissipated by the fins 
per unit cost of the finned duct assembly for a given tem
perature at the root of the fin 

J=nQ/c (10) 

where Q and c are defined by equations (7) and (9). 
An optimal finned duct must have the characteristic 

dimensions X, Y selected so that J attains its max imum. 
Necessary condit ions for tha t are 

dJ 
= 0 (11) dX 

dJ 

£ 

Z 

X 

.—-
V ( Z ) 

1 

I 

\ 

> 
Fig. 1 Coordinate system on a fin 

a = h.t 

/ ^ -m 
Fig. 2 Rectangular fin 

Performing the differentiations on equat ion (10) after sub
stitutions from equations (7) and (9) yields 

dQ 
dW 

dA 
-0 (13) c M c - r^7 —cxnQ 

where W stands for either A" or Y. 
The partial derivatives in equation (13), from equations (7) 

and (8), are 

dQ , da 

dX dX 

dQ da 

dY dY 

where 

and 

• J ' 
Jo 

dA 

~d~X~ 

dA 

dq dt 

~~dt ~da 

--A/X 

=A/Y 

dx 

From equation (6) 

and 

da 
— =2aX~l 

dX 

da 

dY 
= -aY-

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

= 0 (12) 

so tha t equat ion (13) can be written, for the two in
terpretat ions of W, as 

(cxnA+cQ)(Q + 2aIX)-c{nAQ =0 (21) 

{CitiA+c^alX+c^AQ = 0 (22) 

From equations (21) and (22) the quantities / and Q can be 
eliminated leaving an equation for the optimal cross-sectional 
area 

A=c0/(2ciri) (23) 

which may be interpreted as 

c0/2 = c1nA (24) 

or the cost of opt imal fins is half the cost of the duct . This 
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result confirms and extends a similar conclusion of previous 
work [6], where equation (24) was found to apply to two 
different cases of linear heat transfer on a heat collecting fin 
of a solar energy absorber. 

4 Applications 

It is intended to show how the results of sections 2 and 3 
extend the existing theory of optimal fins. While the present 
work is not limited to uniform linear heat transfer, the ad
vance achieved will be seen most clearly on a simple example. 

Consider a pipe with two fins of rectangular profile as on 
Fig. 2, transferring heat uniformly on both sides to an en
vironment of temperature 0. Let the root temperature of the 
fin be Tx, with other parameters being identified below 

« = 2, A=XY, q{x,t)=2ht 

Total heat flux at the root per unit length is then, from 
equation (7) and as given in reference [9] 

Q^lhTiXmhanhm (25) 

where 

m=X(2h/kY)Vl (26) 

By equation (23), the optimal cross-sectional area, A, is a 
constant, given by the cost parameters c0, c{; therefore, the 
differentiation indicated by equation (11) applies only to the 
numerator of J and the outcome is, as in reference [9], a 
necessary condition of optimality 

tanh m = 3mcosh~2m (27) 

which can be written as 

sinh(2m) = 6m (28) 

The root of this equation is 1.419, so that the thickness of the 
optimal fin is, from equation (26) 

Y= 0.977 (A2h/k)'A (29) 

where A is given by equation (23). 
Earlier results [9] enable the determination of optimal Y for 

a given X. By contrast, equations (23) and (29) determine Y 
from the cost factors; the width X follows from A — XY. 

Earlier results permit the verification of optimal propor
tions {XIY) of a rectangular fin by measurement of tip and 
root temperature excess over the ambient. These are, ac
cording to [9], related by 

:T0 = 0.457 T, 

As there are two independent dimensions (X, Y), an ad
ditional condition is required for the verification of optimality 
in the sense of the present problem. This condition is provided 
by equation (24). 

5 Conclusion 

An optimal finned duct assembly, maximizing the per
formance index of equation (10) and utilizing thin straight 
fins, can be designed on the basis of analysis presented in 
sections 2 and 3. Whereas earlier work sought the optimal 
proportion XIY of a fin, the present findings relate to the two 
discrete dimensions, X and Y, which satisfy the optimality 
conditions, equations (11) and (12), of the finned duct 
assembly. Where the temperature distribution in the fin is 
known, the additional necessary condition of optimality is 
sufficient for the complete verification of optimality of 
existing assemblies. This was shown in section 4. 

If the cost factors, Cj and c0, are interpreted as density of 
the fin material and weight per unit length of duct, respec
tively, the resulting optimal design is one of minimum mass of 
the assembly. 

The theory applies to systems with locally nonuniform heat 
transfer with arbitrary dependence on surface temperature. 

The assumption that the heat flux density, q, depends only 
on the local temperature, t, and relative position, x, restricts 
the validity of the present result to situations where the 
similarity of the heat flux field remains preserved while the 
dimensions, X and Y, vary in the neighborhood of the op
timal configuration. Where this similarity holds only ap
proximately, the conclusions apply to a degree of ap
proximation which is, at this stage, still unknown. The same 
restriction applies to earlier theories of optimal fins. 
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result confirms and extends a similar conclusion of previous 
work [6], where equation (24) was found to apply to two 
different cases of linear heat transfer on a heat collecting fin 
of a solar energy absorber. 
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Transient Response of Circular Pins 

H. S. Chu,1 C. K. Chen,1 and C. I. Weng1 

Nomenclature 
a = radius of the pin 

Bi = Biot number = ha IK 
L = length of the pin 

ql = heat flux at base of the pin 
q0 = dimensionless base heat flux = ql 

L/(Tb-TJ) 
q* = heat flux transferred to the 

surroundings 
qf = dimensionless heat flux transferred 

to the surroundings = q*Lln(Tb 

- 7») 
r*,z* = coordinate system 

r,z = dimensionless coordinates = r*/L, 
Z*/L 

Tb = base temperature 
Ta = ambient temperature 

/3 = hL/K 
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7 = L/a 
6 = dimensionless temperature = {T 

h, T„ 

e 

T 

V 

"n 

- Tm)/(Tb - r „ ) 
= Laplace transform of d = J 

dt 
= dimensionless time = at/L2 

= dimensionless temperature 
- Tm)tqlL 

= ^liW+s 

de' 

K(T 

The performance of the various forms of fin under steady-
state condition has been studied in great detail as shown in [1] 
and [2]. Chapman [3] first investigated the transient response 
of an annular fin with uniform thickness subjected to a step 
change of base temperature, and Suryanarayana [4] applied 
the method of Laplace transformation to examine the 
transient behavior of straight fins with the various base 
boundary conditions. However, both of their methods were 
confined to one-dimensional analysis. In fact, Irey [5] had 
shown that the error resulting from the one-dimensional 
approximation is significant and should not be ignored for the 
case of large Biot number. The purpose of this paper is to 
study the transient response of the pin with constant cross 
section, which is subjected to a constant base temperature or 
constant heat flux based on a two-dimensional analysis. The 
solution in a double series form is obtained by utilizing the 
Laplace transformation technique and the method of 
separation variables. 

Analysis 
The configuration of the pin is shown in Fig. 1. The 

analysis is based on the following assumptions: (a) the heat 
transfer coefficient of the ambient fluid, h, is constant, (b) all 
the physical properties are considered as constant , (c) the pin 
is initially at the ambient temperature , Tx, (d) there is no heat 
source or sink in the pin, (e) the pin is insulated at one end 
( z * = 0 ) , and (/) the temperature distribution in the pin is 
axisymmetric. 

Constant Base Temperature. The governing differential 
equation for the temperature distribution in the pin and its 
associated initial and boundary conditions in dimensionless 
form are 

(1) 

T = 0 

T > 0 

6» = 0 

r = 0 

1 
r = -

y 

d2e I de d2e 
dr2 r dr dz2 

6 = a finite value 

30 
dr 

dd 

(2) 

961 
z = 0 = O > J : = 1 0 = 1 

oz 

After taking Laplace transform with respect to time, the 
solution in the transformed plane is given by 

g = y 2Bi J0tfnyr) cosh(V^ 7
2 +* • z) 

£ , (ti+Bi2)J0(U ' s • c o s h ( V ^ y + J ) 

where £„ is the nth root of the equation 

£ / , « ) - B L / 0 ( Q = 0 (4) 

The inverse transform of equation (3) is 

2BiJ0tf„yr) C coshU„yz) 

„_, ( £ 2 + B i 2 ) / 0 ( U (.cosh(£„7) 

Base Insulated 
End 

Fig. 1 Configuration of pin 

( - l )*(2k-l)7T e 
-[d 2 (2k~\)2i? 

7 + i 

+ 

]r ( 2 * - l ) 
J • COS TTZ 

^ , 7
2 + (2k-l)27T2/4 - ) 

(5) 
The convergence of this series is quite slow for small T. In 

order to get a better estimation of temperature distribution 
for small T, it is desirable to find a more rapidly convergent 
solution. From equation (3), for large values of s, we have 

2BL/0(£„7r) 1 
( e - » n ( i - « > 

^ a2„+Bi2)uu s 

+ e~*><(i+z'1 — e~"nt3~zi _e-"n(3 +*> 

From the Duhamel formula, one obtains 

(6) 

-/U).Vt2v2 &T+s 
] = {T e~*«^2' -L -' [ e- /<z) '•*) dt (7) 

The term e~^ni ' in the integral of equation (7) can be 
2 2 

replaced by its integrated mean value 1/T JQ e~f«T 'dt. For the 
applicable range of T, it can be determined by the following 
criterion 

3. 2 p-i„1 r 
< 1 percent 

The inverse transform of equation (6) for small time is then 
given by 

2Bi J0(Z„yr) 

al+Bi2)J0(U 

l _ e - S « T 

IW F-M^f) 

For a set of given values of Bi, 7, T, the ratio of first term 
(n = 1) to the second term (n = 2), Ru, is usually larger than 
10, and the ratio of the first term to the third and the fourth 
are i? , 3 >30 and R]4>100, respectively. Hence, we can 
conclude that the first term (n = 1) in equation (8) will govern 
the temperature distribution for the case of small T. Same 
argument is also valid for equation (5). Therefore, the first 
term is the dominant term. 

The pin has reached the steady state if the first term in 
equation (5) reaches 99 percent or over of its steady-state 
value. By this definition, the time for the pin to reach steady-
state rst can be obtained from equation (5); that is, 

4 . f4007rcosh(£,7)-) 

4 £ ? 7 2 + TT2 
,4: 

4 £ 2 7 2 + TT2 
(9) 
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Fig. 2 Step change in temperature for the case of B,- = 0.1 and -y = 5 
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Fig. 3 Step change in temperature for the case of B; = 1.0 and y = 5 
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Fig. 4 Step change in heat flux for the case of B, = 0.1 and y = 5 
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Fig. 5 Heat fluxes for the case of step change in base heat flux 
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The nondimensional base flux can be obtained as 

2Bi2 f £„7sinh(£„-y) 

,f-*, ^Y 2 « , 2 ,+Bi 2 ) t cosh(X,7) 

(2/t-l)27r2e- [^2+<2*-»2 , r2 /4]T-

z = 1 

2 £272+(2*--l)2vr2 /4 
(10) 

The actual heat flux transferred from the pin to the 
surroundings is 

same as equation (1), except the last boundary condition is 
replaced by 

dz 

By the same procedures as shown in equations (1-13) we get 
the solution 

f i 2Bi J0(Z„yr) ( cosh(£„7z) e-^T 

If 
_ y 2Bi^ r 
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^ 7 4 J ' (11) 
As before, we can find a more rapidly converging solution for 
small value of T. 

In equations (10) and (11), it is seen that the value of qQ will 
be exactly equal to that of qf as the value of T approaches 
infinity. In fact, this result is a very reasonable one, and is 
readily understandable. 

As before, to find other equations which converge more 
rapidly for the case of small T, we can obtain 

f, 2Bi J0g„yr) \-e~stf* ( X 
- ( l - z ) ' / 4 r 

+ e-(.l+z)2/4T + e-0-z)2/4T+e-O + z)2/4T 

(1 +z)erfc 
2Vr 

- ( 1 -z)erfc 
\ 2v7 / 
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' l - 2 e T +e T } (12) 

4 Bi2v7 l - e - * ^ T f 1 
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Constant Base Heat Flux. The nondimensional equation 
and the corresponding initial and boundary conditions are the 

- ( 3 - , ) e r f c ( l = f ) - ( 3 + , ) e r f c ( l l f ) ] 

The criterion for the pin to attain steady state is 

1 rl00sinh(f,7)-i 

£i7 <- £i7 J 

From equation (14), we can calculate the rate of heat trans
ferred to the surroundings 

(15) 

(16) 
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4Bi2 

,ff, (? 2+Bi 2)? 2 
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As T approaches oo, qf and q0 will have exactly the same 
value. 

From equation (15) 

<?/ = <7o 
• Y f 8 B l 

7 ° . ^ l ( ^ + B i 

2 2 
1 - e " { " 7 T 

„ ^ ( £ 2 + B i 2 ) iWr 

where ECI (x) = Jg /.erfc(/) • d/ 

( e r f ( £ ) - 2 E C l ( ^ ) ) ) 

(18) 

Conclusions 
We have performed a series of calculations for different 

values of Biot number. Typical results are presented in Figs. 
2, 3, and 4. It is shown that the greater the value of the Biot 
number, the larger the net difference of temperature between 
center line and surface is. For the case of Bi = 5 ,7 = 5, the 
temperature difference will increase 25-35 percent, a fact 
which certainly cannot be neglected. Therefore, we can 
conclude that when the Biot number is not small, the ap
proximate results obtained from one-dimensional analysis are 
no longer satisfactory. Quantitatively, the threshold value of 
the Biot number in a two-dimensional analysis is around 1.0, 
correspondingly to an error of less than 10 percent. The above 
conclusions are similar for both the cases of step change in 
base temperature and in base heat flux. 

The time needed for the actual heat flux, qf, to become 
equal to the base flux, q0, is shown in the Fig. 5. It is apparent 
that the transient to steady state is shorter as Bi becomes 
larger. 
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The Thermal Resistance of an Insulating Slab 
Penetrated by Metal Rods1 

L. W. Hunter2 and S. Favin2 

Introduction 
In many practical situations, a slab of an insulating 

material heated from one side is penetrated by metal rods (see 
Fig. 1). Water pipes, reinforcing rods, conduits, and electric 
cables, for example, frequently pass through walls of 
buildings. Then it is often desired to understand the metal's 
effect on the heat flow through the wall. The heat flow is an 
important factor in the cost of heating and cooling the 
building. The metal also lessens the fire resistance of the wall. 
Figure 1 may also be considered as a "fin" problem where the 

3r 

Cross section through a rod axis (r = o) Cross section normal to rod axes 

Fig. 1 Metal rods penetrating a slab 

rods (fins) create an "extended surface" that increases the 
heat transfer. 

Our representative model is an array of equally sized, 
equally spaced metal rods through a slab heated from one 
side. We assume a steady state has been reached. 

Two features of the model simplify the physical picture. 
First, the temperature in each rod is radially constant, due to 
the high thermal conductivity of the rod. Secondly, between 
each rod and its nearest neighbors is a surface where the radial 
heat flux is zero {dT/dr = 0) as shown qualitatively in Fig. 1. 
Since the rods are equivalent and uniformly spaced, a useful 
starting approximation is that the no-flux surface is a cylinder 
of radius equal to one-half the distance between nearest 
neighbor rods {r = b). These simplifications allow us to focus 
on one rod enclosed by an annulus of slab whose curved 
surface is insulated. For an irregular array of unequal rods, 
the surface dT/dr = 0 would not resemble the surface of a 
cylinder but our model could still provide conservative 
estimates. 

Results of representative numerical calculations show how 
the backface temperature of the slab is affected by the 
geometry and thermal properties of the penetration and the 
heating intensity. A simple formula is found to be accurate 
over a wide range of practical conditions. 

The Governing Equations 
The slab and rod temperatures are governed by equations 

which describe radial (/•) and axial (z) heat conduction in the 
slab coupled to axial conduction in the rod. The boundary 
conditions describe convective heat exchanges with the rooms 
and perfect thermal contact between the rod and the slab. To 
distinguish among the four regions of the problem, the hot 
room is labeled, 1, the cold room, 2, the rod, 3, and the slab 
has no label. The differential equations are 

fife2 

2// , 

ak-. (r,-r3), forz<o, 

2k dT 

ak3 dr ' 
f o r 0 < z < / , --a, 

2H? 

ak-i 
• ( 7 - 3 - 7 - 2 ) , f o r / < z 

(1) 

(2) 
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and 

d2T Id 

dz2 r dr V dr J 

Here, a is the rod radius, / is the slab thickness, H is a heat 

dT\ 
= 0, f o r 0 < z < / , a<r<b (4) 
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As T approaches oo, qf and q0 will have exactly the same 
value. 

From equation (15) 
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Conclusions 
We have performed a series of calculations for different 

values of Biot number. Typical results are presented in Figs. 
2, 3, and 4. It is shown that the greater the value of the Biot 
number, the larger the net difference of temperature between 
center line and surface is. For the case of Bi = 5 ,7 = 5, the 
temperature difference will increase 25-35 percent, a fact 
which certainly cannot be neglected. Therefore, we can 
conclude that when the Biot number is not small, the ap
proximate results obtained from one-dimensional analysis are 
no longer satisfactory. Quantitatively, the threshold value of 
the Biot number in a two-dimensional analysis is around 1.0, 
correspondingly to an error of less than 10 percent. The above 
conclusions are similar for both the cases of step change in 
base temperature and in base heat flux. 

The time needed for the actual heat flux, qf, to become 
equal to the base flux, q0, is shown in the Fig. 5. It is apparent 
that the transient to steady state is shorter as Bi becomes 
larger. 
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Introduction 
In many practical situations, a slab of an insulating 

material heated from one side is penetrated by metal rods (see 
Fig. 1). Water pipes, reinforcing rods, conduits, and electric 
cables, for example, frequently pass through walls of 
buildings. Then it is often desired to understand the metal's 
effect on the heat flow through the wall. The heat flow is an 
important factor in the cost of heating and cooling the 
building. The metal also lessens the fire resistance of the wall. 
Figure 1 may also be considered as a "fin" problem where the 
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rods (fins) create an "extended surface" that increases the 
heat transfer. 

Our representative model is an array of equally sized, 
equally spaced metal rods through a slab heated from one 
side. We assume a steady state has been reached. 

Two features of the model simplify the physical picture. 
First, the temperature in each rod is radially constant, due to 
the high thermal conductivity of the rod. Secondly, between 
each rod and its nearest neighbors is a surface where the radial 
heat flux is zero {dT/dr = 0) as shown qualitatively in Fig. 1. 
Since the rods are equivalent and uniformly spaced, a useful 
starting approximation is that the no-flux surface is a cylinder 
of radius equal to one-half the distance between nearest 
neighbor rods {r = b). These simplifications allow us to focus 
on one rod enclosed by an annulus of slab whose curved 
surface is insulated. For an irregular array of unequal rods, 
the surface dT/dr = 0 would not resemble the surface of a 
cylinder but our model could still provide conservative 
estimates. 

Results of representative numerical calculations show how 
the backface temperature of the slab is affected by the 
geometry and thermal properties of the penetration and the 
heating intensity. A simple formula is found to be accurate 
over a wide range of practical conditions. 

The Governing Equations 
The slab and rod temperatures are governed by equations 

which describe radial (/•) and axial (z) heat conduction in the 
slab coupled to axial conduction in the rod. The boundary 
conditions describe convective heat exchanges with the rooms 
and perfect thermal contact between the rod and the slab. To 
distinguish among the four regions of the problem, the hot 
room is labeled, 1, the cold room, 2, the rod, 3, and the slab 
has no label. The differential equations are 
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Here, a is the rod radius, / is the slab thickness, H is a heat 
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= 0, f o r 0 < z < / , a<r<b (4) 
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transfer coefficient, and k is a thermal conductivity. The 
boundary conditions on T3 require that T3 — Tx as z — — °°, 
T} — T2asz 1- °°, and that r 3 and dT3/dz are continuous 
at z = 0 and z = /. The boundary conditions on 71 are 

--HX(TX-T) a tz = 0 (5) 

and 

dz 

, dT 
-k-=H2(T-T2) a tz = / 

az 

dT 
— = 0 a t r = 6 
9/-

T = r 3 atr = a 

(6) 

(7) 

(8) 
Note that IT and r 3 are coupled through equations (2) and (8). 

Physical Pictures 

Two limits of the solution have very simple mathematical 
forms: 

T z*+(Hf)-
l + ( A T ) - 1 + ( # ! ) " 

and 

T,~T z* + vl 
l+Tj f '+ 'h" ' 

f or a < < b 

for a—b 
Tt-T2 

The definitions of the nondimensional variables here are 

z*=z/l 

H\ = lH1/k, 

Vi 
/ 2aHx \ * _/_ 

H\ = lH2/k 

(2aH2 
7/2 = l-

V/2 !_ 
/ a 

(9) 

(10) 

(11) 
(12) 

(13) 

The first limit is the temperature the slab would have in the 
absence of any penetrating rod. In the second limit, the slab is 
as hot as the rod, and the rod is effectively insulated from z = 
0 to z = I. The temperature is then independent of the slab 
conductivity. 

Figure 2 compares the two limits. The heat transfer 
coefficients have only a slight effect here. The true rod 
temperature lies between the two limits, namely, in the shaded 
zones shown. Thus, given the parameter values, it is easy to 
determine the qualitative effect of the rod on the slab. When 
the rod radius is large enough, the rod heats the back face and 
cools the exposed face. This situation is common. However, it 
is apparent that a metal rod can also cool the back face and 
even warm the front face if the radius is small enough. 

As a numerical example, a nominal 1 in. (1.315 in.-o.d.) 
stainless steel pipe through a 6 in. concrete wall gives ak3 /Ik 
= 0.82 so the back face is heated. A 1/4 in. rod of the same 
material gives 0.16 and the back face is cooled. 

In both equations (9) and (10), there is no radial heat flux. 
A third important limit is obtained at large b and represents 
an isolated rod through the wall. In this case, heat does flow 
radially so the temperature distribution does not have a simple 
form. 

Numerical Results 
In our calculations, we emphasize the kinds of trends that 

arise and how they merge into the asymptotic limits. We 
concentrate on the back face temperatue at the rod. 

In each chart, the parameters not varied are assigned 
nominal values as follows: a = 1.8 x 10~3 m; b = 2.7 x 
\0-3m;Hi = 2 0 0 W m - 2 K ~ ' ; H2 = 20 W m ^ K - ' ; k = 
0 . 4 0 W m - 1 K - | ; t 3 = 3 5 0 W m - 1 K - 1 ; / = 0.15 m. The 
nominal rod radius was chosen partly to best show the 
qualitative nature of the trends but also to represent the 
conductor in a #12 American wire gauge wire. The rod 
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Fig. 2 Two limiting cases 

Fig. 3 The influence of a and k 

conductivity is for copper. The "slab" conductivity is an 
approximate value for sealants. The nominal heat transfer 
coefficient, Hy, makes the initial heat flux to the slab equal to 

Hi ( r , - r 2 ) = 14 Wcm "2 when Tx = 900 K and T2 = 300 K 

Calculations were also made with Hl seven times less but the 
same kind of trends were found and, in fact, the curves were 
not displaced radically. We note that Tx and T2 can have any 
values in the charts. 

Figure 3 has the same format as Fig. 2. The dashed lines are 
again calculated from equation (9), the "no-rod" limit, and 
the dotted line from equation (10), the "insulated-rod" limit. 
We vary the rod radius, a, along the horizontal axis and the 
rod conductivity, k, from curve to curve. The radius varies 
from about 0.001 to 2.0 mm and the conductivity from about 
0.04 to 2 W m _ 1 K _ 1 , the latter value being typical for con
crete. Nominal conditions are at alb = 0.67 and k/k3 = 1.1 
X 10"3 . Under these conditions, with Tx = 900 K and T2 = 
300 K, the back face temperature is 540 K. 

We see first that each calculated curve threads between its 
two asymptotes, as discussed for Fig. 2, and passes through 
the cross-over point. Second, each curve approaches its no-
rod limit as a —• 0, and its insulated rod limit as a — b. The 
insulated rod limit is quite accurate when a exceeds 20 percent 
of b, in which case the temperature is independent of k, the 
only thermal property of the slab needed in steady state. 
Third, each curve rises monotonically to the right of its cross
over point. In other words, given that the back face is being 
heated (Fig. 2), a rod with a larger radius will produce a hotter 
face temperature. 

A large b, the slab temperature approaches the third limit, 
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namely, the isolated rod limit. This is demonstrated in Figs. 4 
and 5, where the limit is plotted with circles. 

In Fig. 4, the rod conductivity k3 is varied along the 
horizontal axis and the spacing b varied from curve to curve. 
The conductivity varies from about 4 to 800 Wcm^ 'K - 1 and 
the spacing from 0.3 mm to infinity. Nominal conditions are 
at k3/k = 875 (copper rods) and b/a = 1.5. 

In Fig. 4, the isolated rod limit is effectively reached at b/a 
> 30. At smaller b/a, the calculations thread between the 
isolated rod limit and the insulated rod limit. These two limits 
provide tighter bounds on the calculations. The accuracy of 
the insulated rod limit is not strongly affected by the rod 
conductivity for a wide range of practical metals. The figure 
also shows that the temperature increases as k} increases, and 
decreases as b increases, in both cases provided the back face 
is being heated by the rod. 

Figure 5 shows that the best defense against heat flow 
through the slab is to increase the slab thickness, /. The 
thickness varies from about 2 cm to 1 m. Nominal conditions 
are at l/a = 83. Note that the temperature decreases markedly 
as /increases. 

Summary 
The back face temperature of a slab penetrated by equally 

sized, equally spaced rods is shown to be predicted with 
reasonable accuracy over a wide range of practical conditions 
by the simple formula, equation (10). Then the slab and rod 
temperatures are equal functions of z. The heat flux across the 
plane z = 0 is 

k3 1 
3 (r, / (1+l j f1 +!»£') 

T2) 

in each rod and k/k, times this value in the slab. 

Temperature Distribution in an Electrically Heated 
Wide Metallic Foil 

J. D. Tarasuk1 and G. S. P. Castle2 

It is commonly assumed that a current passing through a 
wide rectangular metallic foil is evenly distributed and that 
heat generated per unit surface area in such a foil is uniform. 

A simple test [1] in which a metallic foil, equipped with 
thermocouples, was supported by a Perspex frame indicated 
that large temperature variations were possible in the plane of 
the foil. Tests showed that under a broad range of conditions 
this temperature distribution was not significantly influenced 
by the mode of heat transfer, 60 Hz, a-c or d-c current, foil 
orientation, foil material (resistance was maintained constant 
by varying foil thickness), foil aspect ratio, or the use of 
compensating bus bars. It was found that the temperature, 
and hence the electrical power dissipation, could be in the 
order of 30 percent higher near the center of the foil as 
compared to the temperature near the foil edge. 

In view of these unexpected results, further quantitative 
tests were carried out. In one series of tests, 36 gauge copper-
constantan thermocouples were spot welded to the foil. The 
foil used in all these tests was 302 precision Stainless Steel, 
0.025-mm thick, 15-cm high and of various widths (3.5, 4.6, 
5.1, and 6.5 cm). Copper bus bars were attached to the width 
dimension and were thermally insulated from the supporting 
frame. Both a-c and d-c stabilized currents were used. The foil 
was heated in a draught-free Perspex enclosure and was 
mounted in a vertical plane. Tests were carried out in which 
the same model was rotated so that the 15 cm dimension was 
either vertical or horizontal. Similarity of the results excluded 
the possibility of a natural convective effect. 

Thickness of the foil and weight samples were measured to 
ensure uniformity. The direction in which the foil was rolled 
in the forming process did not affect the temperature 
distribution. In a second series of tests, an infrared 
radiometric microscope (Barnes Engineering Co., optical 
pyrometer, model #RM-2B) was used to scan the foil surface 
from a distance of 46 cm. This instrument averaged the 
surface temperature over a 2-mm dia region and provided a 
direct readout on a meter scale to within ± 0 . 5 deg cen
tigrade. To ensure that natural convective effects were 
minimized, the foil was placed in an evacuated chamber. The 
temperature scans were obtained through a window trans
parent to the infrared wavelengths emitted by the foil. Figure 
1 illustrates the arrangement of the apparatus. It should be 
noted that similar results occurred even when the foil was not 
in an evacuated environment. The irradiation within the 
isothermal 1-cm thick walled steel vacuum chamber was 
assumed to be constant and did not effect the foil temperature 
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namely, the isolated rod limit. This is demonstrated in Figs. 4 
and 5, where the limit is plotted with circles. 

In Fig. 4, the rod conductivity k3 is varied along the 
horizontal axis and the spacing b varied from curve to curve. 
The conductivity varies from about 4 to 800 Wcm^ 'K - 1 and 
the spacing from 0.3 mm to infinity. Nominal conditions are 
at k3/k = 875 (copper rods) and b/a = 1.5. 

In Fig. 4, the isolated rod limit is effectively reached at b/a 
> 30. At smaller b/a, the calculations thread between the 
isolated rod limit and the insulated rod limit. These two limits 
provide tighter bounds on the calculations. The accuracy of 
the insulated rod limit is not strongly affected by the rod 
conductivity for a wide range of practical metals. The figure 
also shows that the temperature increases as k} increases, and 
decreases as b increases, in both cases provided the back face 
is being heated by the rod. 

Figure 5 shows that the best defense against heat flow 
through the slab is to increase the slab thickness, /. The 
thickness varies from about 2 cm to 1 m. Nominal conditions 
are at l/a = 83. Note that the temperature decreases markedly 
as /increases. 

Summary 
The back face temperature of a slab penetrated by equally 

sized, equally spaced rods is shown to be predicted with 
reasonable accuracy over a wide range of practical conditions 
by the simple formula, equation (10). Then the slab and rod 
temperatures are equal functions of z. The heat flux across the 
plane z = 0 is 
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in each rod and k/k, times this value in the slab. 

Temperature Distribution in an Electrically Heated 
Wide Metallic Foil 

J. D. Tarasuk1 and G. S. P. Castle2 

It is commonly assumed that a current passing through a 
wide rectangular metallic foil is evenly distributed and that 
heat generated per unit surface area in such a foil is uniform. 

A simple test [1] in which a metallic foil, equipped with 
thermocouples, was supported by a Perspex frame indicated 
that large temperature variations were possible in the plane of 
the foil. Tests showed that under a broad range of conditions 
this temperature distribution was not significantly influenced 
by the mode of heat transfer, 60 Hz, a-c or d-c current, foil 
orientation, foil material (resistance was maintained constant 
by varying foil thickness), foil aspect ratio, or the use of 
compensating bus bars. It was found that the temperature, 
and hence the electrical power dissipation, could be in the 
order of 30 percent higher near the center of the foil as 
compared to the temperature near the foil edge. 

In view of these unexpected results, further quantitative 
tests were carried out. In one series of tests, 36 gauge copper-
constantan thermocouples were spot welded to the foil. The 
foil used in all these tests was 302 precision Stainless Steel, 
0.025-mm thick, 15-cm high and of various widths (3.5, 4.6, 
5.1, and 6.5 cm). Copper bus bars were attached to the width 
dimension and were thermally insulated from the supporting 
frame. Both a-c and d-c stabilized currents were used. The foil 
was heated in a draught-free Perspex enclosure and was 
mounted in a vertical plane. Tests were carried out in which 
the same model was rotated so that the 15 cm dimension was 
either vertical or horizontal. Similarity of the results excluded 
the possibility of a natural convective effect. 

Thickness of the foil and weight samples were measured to 
ensure uniformity. The direction in which the foil was rolled 
in the forming process did not affect the temperature 
distribution. In a second series of tests, an infrared 
radiometric microscope (Barnes Engineering Co., optical 
pyrometer, model #RM-2B) was used to scan the foil surface 
from a distance of 46 cm. This instrument averaged the 
surface temperature over a 2-mm dia region and provided a 
direct readout on a meter scale to within ± 0 . 5 deg cen
tigrade. To ensure that natural convective effects were 
minimized, the foil was placed in an evacuated chamber. The 
temperature scans were obtained through a window trans
parent to the infrared wavelengths emitted by the foil. Figure 
1 illustrates the arrangement of the apparatus. It should be 
noted that similar results occurred even when the foil was not 
in an evacuated environment. The irradiation within the 
isothermal 1-cm thick walled steel vacuum chamber was 
assumed to be constant and did not effect the foil temperature 
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Fig. 4 The vertical component of normalized magnetic flux density as
a function of position across the width of an infinitely thin foil with a
uniform current distribution

magnetostatic theory. The expression for the vertical com
ponent of the magnetic field density in Wb/m 2 is given by [3)

B = _ Jl.oK In (X+ .5 W)2
y 471" (X - .5 W)2

where Jl.o is the permeability of free space (Him), K is the
current per unit width (Aim), X is the position across the foil
(m), with the center of the foil taken as the origin, and W is
the width of the foil (m).

The resulting relative distribution in the magnetic flux
density is shown in Fig. 4.

The force on any charge carrier is given by the Lorentz
equation as

Ff/=qvxB
where q is the charge on one electron (C), v is the velocity of

----

Fig. 1 Experimental arrangement
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distribution. The vacuum was maintained at O.OOI-mm Hg
during the tests.

A qualitative study was also made using temperature
sensitive liquid crystals and an AGA Thermovision camera.
Both methods showed that the temperatures in the center of
the foil were significantly higher than those at the foil edges.
A typical thermogram is shown in Fig. 2. High temperature
regions are indicated by the light regions on the thermogram.

Typical results of the temperature variation as obtained by
the radiometer are shown in Fig. 3. The chamber was at room
temperature (21°C) and the foil center temperature (Tmax) are
noted on Fig. 3. These results agreed closely with the results
obtained by thermocouples and were found to be similar to
the results found in reference [I).

The reason for this nonuniformity in surface temperature is
believed to be a redistribution of the current due to the
Longitudinal Hall Effect. In this uncommon phenomenon [2),
the current-carrying electrons undergo a lateral inward force
due to the self magnetic field produced by the current flow.
The magnitude of this force is negligibly small in good
conductors of normal aspect ratios and low current density.
However, in the case considered here, the material (302
Stainless Steel) is a relatively poor conductor, the ratio of
conductor width to thickness is large and the current densities
are high. According to Smythe [2) these are all conditions in
which the Longitudinal Hall Effect may be significant. This
large aspect ratio results in large variations in the relative
magnetic field strengths across the width of the foil. As an
example, consider the idealized situation of an infinitely thin
foil having current uniformly distributed across the width.
This situation can be solved exactly using classical
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Fig. 5 Comparison of theoretical and experimental current ratios in 
the 5.08 cm foil for a current density of 388 amps/cm2 

the electrons (m/s), and B is the magnetic flux density 
(Wb/m2). 

Referring to Fig. 4, it can be seen that for a current flow 
moving into the page, the charge carriers will experience a 
lateral force tending to deflect them towards the centerline of 
the foil. The magnitude of this force is maximum at the edges 
of the foil, decreasing towards the centerline. This deflection 
of the charge carriers produces a lateral component of electric 
field, the amplitude of which varies with position across the 
foil. Under equilibrium conditions this field can be expressed 
as 

EH = RHJxB 

where EH is the electric field induced by the Longitudinal Hall 
Effect (V/m), J is the local value of current density (A/m2), B 
is the magnetic flux density (Wb/m2), and RH is the Hall 
Coefficient of the material (V.mVA.Wb). The Hall Coef
ficient can be shown to be inversely proportional to the 
number of charge carriers per unit volume and thus increases 
as resistance increases. 

The net result of this lateral deflection of the charge carriers 
is to increase the current density towards the centerline of the 
foil leading to higher resistance heating and thus higher 
surface temperatures. 

From this qualitative description, it can be seen that an 
analytical solution is nonlinear since the magnetic field 
depends upon the current distribution and this in turn is 
modified by the field. In addition, the electrical resistance and 
Hall Coefficient for the material is a function of temperature. 

The effect was analyzed using a filament model to represent 
the metallic foil. In this model the foil was represented by N 
separate current carrying filaments running parallel to the 
length of the foil. An iterative procedure was used to calculate 
the relative current densities in each of the filaments by 
initially assuming a uniform current distribution, calculating 
the resulting Hall electric field between adjacent filaments, 
and then imposing the constraint that the current density must 
redistribute laterally to counteract this induced electric field. 
Current densities were calculated using N = 101 filaments, 
and the resulting values were then assumed at the appropriate 
positions across the width of the foil and compared to the 
experimental measurements by calculating the necessary 
current densities required to produce the power dissipation to 
give rise to the measured values of surface temperature. In 
making these calculations, several assumed values of the 
material constants were required, since they were not 
available for the material used. The most uncertain parameter 
was the value of Hall Coefficient, which was taken to be 5.2 
x 10~7 V.mVA.Wb. Although this value is two orders of 
magnitude larger than tabulated values for mild steel at room 
temperature, it seems not an unreasonable value when it is 

considered that the stainless steel used had a resistance fifteen 
times larger than mild steel and the resistance would be even 
larger at the higher temperatures used in this study. 

Figure 5 shows some typical experimental results along with 
values arrived at from the numerical solution. The general 
agreement between the two led to the conclusion that this 
effect was, in fact, a result of the Longitudinal Hall Effect. 

These results show that the heat flux from an electrically 
heated wide metallic foil may be nonuniform and that serious 
errors may exist in heat transfer studies if this is not taken into 
account. 
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Some Aspects of Natural Convection in a Corner 

C. Rodighiero1 and L. M. de Socio2 

1 Introduction 
In this note some aspects of the free convection in a corner 

are investigated for the physical condition of an isothermal 
and vertical flat plate of finite height, L, perpendicular to an 
infinite adiabatic flat wall (Fig. 1). To the authors' knowledge 
this problem has not yet been dealt with in the literature, in 
spite of its practical relevance. Figure 1 sketches the intricate 
aspects of the flow field, where a shear layer over the 
horizontal wall deviates upward near the corner and merges 
with the new thermal boundary layer whose origin is at the 
leading edge (LE) of the isothermal plate. In stable con
ditions, interferometric observation did not reveal any 
recirculating region. Finally, a plume leaves from the trailing 
edge (TE) of the vertical wall. Of this intriguing general 
picture two main points were explored: namely, the heat 
transfer characteristics of the isothermal plate, and the oc
currence of instability phenomena. 
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« 

Fig. 1 A sketch of the flow in the corner 

Graduate student. 
Professor, Institute of Applied M echanics, Politecnico di Torino, Torino 

10129, Italy. Mem. ASME 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
13,1981. 

212 / Vol. 105, FEBRUARY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o 0.90 
t -
LU 

X 

5 
U-

0.85 

/• 
-1 
1 ° 
IS 

1 

f — 

a 

i 

______!. g , B— 
® 

THEORETICAL CURVE 

e EXPERIMENTAL VALUES 

1 1 1 

" 

-0.4 -0.3' -0.2 

DISTANCE RATIO (X/W) 

-0.1 

Fig. 5 Comparison of theoretical and experimental current ratios in 
the 5.08 cm foil for a current density of 388 amps/cm2 

the electrons (m/s), and B is the magnetic flux density 
(Wb/m2). 

Referring to Fig. 4, it can be seen that for a current flow 
moving into the page, the charge carriers will experience a 
lateral force tending to deflect them towards the centerline of 
the foil. The magnitude of this force is maximum at the edges 
of the foil, decreasing towards the centerline. This deflection 
of the charge carriers produces a lateral component of electric 
field, the amplitude of which varies with position across the 
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is the magnetic flux density (Wb/m2), and RH is the Hall 
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number of charge carriers per unit volume and thus increases 
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The net result of this lateral deflection of the charge carriers 
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From this qualitative description, it can be seen that an 
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depends upon the current distribution and this in turn is 
modified by the field. In addition, the electrical resistance and 
Hall Coefficient for the material is a function of temperature. 

The effect was analyzed using a filament model to represent 
the metallic foil. In this model the foil was represented by N 
separate current carrying filaments running parallel to the 
length of the foil. An iterative procedure was used to calculate 
the relative current densities in each of the filaments by 
initially assuming a uniform current distribution, calculating 
the resulting Hall electric field between adjacent filaments, 
and then imposing the constraint that the current density must 
redistribute laterally to counteract this induced electric field. 
Current densities were calculated using N = 101 filaments, 
and the resulting values were then assumed at the appropriate 
positions across the width of the foil and compared to the 
experimental measurements by calculating the necessary 
current densities required to produce the power dissipation to 
give rise to the measured values of surface temperature. In 
making these calculations, several assumed values of the 
material constants were required, since they were not 
available for the material used. The most uncertain parameter 
was the value of Hall Coefficient, which was taken to be 5.2 
x 10~7 V.mVA.Wb. Although this value is two orders of 
magnitude larger than tabulated values for mild steel at room 
temperature, it seems not an unreasonable value when it is 

considered that the stainless steel used had a resistance fifteen 
times larger than mild steel and the resistance would be even 
larger at the higher temperatures used in this study. 

Figure 5 shows some typical experimental results along with 
values arrived at from the numerical solution. The general 
agreement between the two led to the conclusion that this 
effect was, in fact, a result of the Longitudinal Hall Effect. 

These results show that the heat flux from an electrically 
heated wide metallic foil may be nonuniform and that serious 
errors may exist in heat transfer studies if this is not taken into 
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Fig.2 Shadowgraphs of the flow at different Grashof numbers

of the measuring device. Maximum time for reaching
steadiness was of about 8 hrs.

The interferometric data provided the local Nusselt number
values, Nux = hxlk, where h is the local heat transfer
coefficient and k is the thermal conductivity, and, by in
tegration over the vertical abscissa, the mean Nusselt number,
Nu, for the plate.

For comparison purposes, the values of Nu were also
calculated from the electrical power input, taking into ac
count, approximately, the radiation and heat conduction
losses at the sidewalls. The electrically measured Nu differ in
excess by a maximum of 12 percent from the interferometric
data, which were reduced according to the procedure of [1, 2].

•

TE. TE.
Gr = 2.42x108

rEo
1.36

L.E.
1.36

L.E.
1.08

3 Results

The usual Orashof number definition is adopted, Or =
g(3( T w - To )L3 /1'2, where g is the acceleration of gravity, and
(3 and I' are the thermal expansion coefficient and the
kinematical viscosity of the fluid, respectively. The Rayleigh
number is given by Ra = Pr Or, where Pr is the Prandtl
number, plex, and ex is the thermal diffusivity. The local
Rayleigh number, Rax , corresponds to the reference length, x.

The laminar range of explored Rayleigh numbers varied
between 106 and 1.8 X 108 , before flow instability was first
observed. Figure 2 shows, from the left, two shadographs of
the region close to the LE and one shadowgraph of the zone
near the TE at Pr = 0.7. The width of each photographic strip
corresponds to 1.8 em. Whereas the boundary layer thickness
increases with x, the heat transfer coefficient decreases, as

2 Experimental Apparatus

In the experimental apparatus the horizontal plate was
made of a wooden board, 0.05-m thick, and 6-m long, at the
middle of which the isothermal vertical plate was fixed. The
width of the adiabatic wall was 0.80 m. The two plates were
placed between vertical plexiglass sidewalls, 1.5-m high, in
which optical glass windows were installed. A distance of 3.5
m was left between the horizontal wall and the ceiling of a 5 m
X 5mroom.

Three different vertical plates were tested, each of them
corresponding to a sandwich of two external copper plates
0.005-m thick, two 0.5-mm intermediate mica sheets, and an
internal heating element made of NiCr 0.8 mm X 1 mm
ribbon. The entire length of the ribbon was divided into
sections suitably connected to the voltage source in order to
assure isothermal conditions for the plate. All the external
surfaces were painted dull black.

The heights of the three panels were 0.127 m, 0.21 m, and
0.3 m, respectively, so that three different aspect ratios of the
vertical plate were tested for their influence on the heat
transfer results and on the plume. The entire apparatus was
symmetrical with respect to the middle vertical plane.

In each metal plate, five 0.25-mm J thermocouples were
located, one at the center and four at the corners, 20 mm from
the sides. Two more thermocouples were installed at each end
of the wooden board in order to provide the readings of the
ambient temperature, To. Two other thermocouples, sym
metric to the heated plate and I em apart from its LE con
firmed the adiabaticity of the horizontal plate. A Solartron
Multimeter was adopted for the thermocouple signals, with a
maximum error of 0.1 percent in the entire range of readings
of the temperatures, whereas the electrical input to the heating
system was measured within an accuracy of 1 percent. In the
laminar regime, the magnitude of T w - To varied between 10
and 80 K, where T w is the vertical wall temperature.

A Wollaston interferometer, which could be used also as a
Schlieren and shadowgraph system, provided the means for
local heat flux measurements and for visualization. A HeNe
Laser source of 8 mW was adopted together with two
spherical mirrors of 28 em of diameter and 3 m of focal
length. A 5 em X 5 em Wollaston quartz biprism of 5 deg
divergence angle was used, and the fringe shifts were
measured on pictures taken on a semitransparent glass screen.

The isothermal conditions of the metal plates were checked
by means of the thermocouples and by means of an AOA
thermograph with a maximum deviation of 0.2 0 K over the
entire surface at Tw = 97 K. Steady conditions were verified
on the continuous recording of the thermocouples, when
temperature fluctuations in a hour were less than the accuracy
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Fig. 3 Local Nusselt number distribution versus local Rayleigh
number: squares, L <= 0.127 m; triangles, L = 0.21 m; circles, L =
0.3m
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Fig. 4 Average Nusselt number distribution versus Rayleigh number 
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shown by the luminous external line. This is confirmed by the 
results in Fig. 3. 

The experimental Nux distribution versus Rax is shown in 
Fig. 3 for the three tested plates. As shown, the influence of 
the aspect ratio of the plate and the effects of the thickness of 
the sandwich were almost negligible. The experimental results 
fit well the line Nux = 0.412 R a / 2 4 3 . The solid line 
corresponds to the data for the isothermal semi-infinite 
vertical plate [3]. Figure 4 shows the average Nusselt number 
versus the Rayleigh number. In this case the experimental data 
are well fitted by the law Nu = 0.465 Ra0253. Whereas the 
triangles correspond to the interferometric data, the squares 
give the electrically evaluated Nu in the unstable region. Both 
Figs. 3 and 4 show that in the laminar regime the presence of 
the adiabatic wall strongly affects the heat transfer coefficient 
over the vertical wall. The presence of the separated flow at 
the LE of the isothermal plate drastically decreases the values 
of Nu for the entire plate, by reducing the values of Nux in the 
lower part of the plate. In Fig. 4, the empiric correlation 
proposed by Rich for the semi-infinite plate is also 
represented by the solid line, [3]. The reduction of the heat 
transfer in the present situation, with respect to the semi-
infinite plate, can be realized when noting that in the former 
case the velocity induced around the LE is less intense than in 
the latter configuration. 

As previously stated, at Ra = 1.8 x 108 instability 
phenomena first occurred in the form of long air bubbles 
which developed in the corner region and rapidly moved 
upward along the vertical wall. A new bubble is formed near 
the LE only shortly after the previous one dissappears in the 
plume. This situation is illustrated in the last two pictures at 
the r.h.s. of Fig. 2. There, two shadowgraphs, both taken at 
the same Grashof number, are given: in the left one a laminar 
boundary layer develops on the surface up to the TE, whereas 
in the right one the shear layer is strongly perturbed by the 
bubble and the departing plume is turbulent. 
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ERRATA 

Corrections to "Nonlinear Stability of Film Condensation," by M. Unsal and W. C. Thomas, published in 
the August 1980 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 483-488: 

An algebraic error has been noted in the analysis of the referenced article. To correct this error, the integer 53 
in equations (35), (39), and (44) should be replaced by 11. The integer 131 in equation (43) should be replaced 
by 47. These corrections result in larger equilibrium wave amplitudes and smaller nonlinear wavespeeds than 
those reported in Figs. 5-8. The amplitude and waves peed predictions corresponding to Kapitza's ex
periments are corrected as follows: 

For waves on an alcohol film: 

For waves on a water film: 

216/Vo1.105, FEBRUARY 1983 

Ea=0.282, c,. = 1.90 

Ea=0.283, c,. = 1.90 
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